DETECTING DIABETIC RETINOPATHY WITH SUPERVISED LEARNING
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ABSTRACT

Diabetic retinopathy is a common complication that occurs in people with diabetes mellitus. Diabetic retinopathy damage is characterized by the blood vessel system in the layer at the back of the eye, especially in tissues that respond to light. This research aims to detect diabetic retinopathy early using SVM and Random forest. SVM is a classification technique that divides the input space into two classes. Random Forest is a supervised learning algorithm that utilizes a collection of decision trees trained using the bagging method. This research uses datasets from diaretdb1 and messidor to evaluate the performance of both methods. The diaretdb1 dataset consists of 178 data points diagnosed with Proliferative Diabetic Retinopathy and Non-Diabetic Retinopathy. In addition, the messidor dataset consists of 105 data points diagnosed with Diabetic Retinopathy and Non-Diabetic Retinopathy. Experimental results on the diaretdb1 dataset showed that SVM achieved 88% accuracy, while Random Forest achieved 91% accuracy. Similarly, on the messidor dataset, SVM achieved 80% accuracy, while Random Forest achieved 85% accuracy.
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1. INTRODUCTION

Diabetic retinopathy arises as a consequence of eye conditions that occur in individuals with diabetes and is a major source of visual impairment in diabetic individuals with the condition. It is a chronic eye condition that can lead to complete visual impairment and inability to see. Diabetic retinopathy is categorized into two types: Non-Proliferative Diabetic Retinopathy (NPDR) and Proliferative Diabetic Retinopathy (PDR). NPDR is the early stage of disease progression, while PDR is a more advanced and prolonged phase. In PDR, patients may experience the growth of new blood vessels in the eye, which may eventually lead to blindness [1].

The human eye serves as the primary sensory organ responsible for vision, which plays a vital role in seeing and understanding the world around us. It is important to prioritize protecting our eyes against diseases that can affect vision. Detecting such diseases at an early stage is crucial as it allows timely intervention, promotes effective treatment, and prevents the onset of blindness to ensure optimal visual health and well-being [2].

Microvascular complications are often seen in individuals with diabetes, with approximately 40% of patients developing diabetic retinopathy. The incidence of this condition is higher in patients with type 1 diabetes compared to patients with type 2 diabetes. Diabetic retinopathy specifically refers to damage to the small blood vessels within the retina due to elevated glucose levels. DR is a progressive condition that can be classified into various stages, included in the spectrum of diabetic eye complications are background diabetic retinopathy, diabetic maculopathy, preproliferative diabetic retinopathy, and proliferative diabetic retinopathy. This classification is commonly used in clinical observations. Symptoms of diabetic retinopathy include microaneurysms, retinal hemorrhages, exudates, diabetic macular edema, venous beading, and ischemic maculopathy. These manifestations arise as a result of poorly controlled diabetes, hypertension, smoking, and anemia [3].

With the increasing prevalence of diabetic retinopathy, it is expected to be a major contributor to visual impairment and blindness in the future. Therefore, conducting research on vision health is essential for effective diabetes management. Individuals who have been diagnosed with diabetes should prioritize regular eye examinations with an
ophthalmologist to prevent the onset of blindness [4]. In recent years, machine learning and artificial intelligence have made tremendous progress in tackling complex challenges in various fields. This progress is especially noticeable in the field of scientific research. The field of medicine has undergone a major transformation due to the impact of machine learning and artificial intelligence, and this influence continues to expand [5].

Overall, recent research in Diabetic Retinopathy (DR) detection using SVM and Random Forest methods has resulted in significant progress in identifying early signs of the disease in eye images. The integration of more advanced image processing and data mining techniques along with the use of these classification methods has contributed to improved detection accuracy. Nonetheless, there are still challenges in terms of eye image variations, changes in lighting conditions, and limitations in the available data. Therefore, it is expected that future research will continue to develop more comprehensive approaches to detect DR more accurately and early.

This research paper presents a comparative analysis of two classification methods, specifically SVM and Random Forest (RF), in the context of diabetic retinopathy classification. The article is divided into three sections, with each section emphasizing on a different aspect related to this research. The initial section discusses the methods and materials used in the research, with SVM and RF as the chosen methods. The dataset used consists of fundus images obtained from patients diagnosed with diabetic retinopathy. The next section provides an extensive discussion of the dataset and methodology used during the study. The last section provides a thorough examination of the results obtained and summarizes the findings of the research conducted.

This study aims to compare SVM and Random Forest classification methods in detecting DR in eye images. We will evaluate their performance based on accuracy, precision, recall, and F1-score for better DR detection guidance. The implementation of both methods on eye image data of diabetic patients is expected to improve early detection of DR, reduce the burden on ophthalmologists, and enable the development of a model that can be widely applied in various health facilities. The results of this study are also expected to contribute to the scientific literature, encourage further research, and improve DR care more effectively.

2. RESEARCH METHODOLOGY

2.1 Dataset

The UCI Machine Learning Repository served as the data source for this research. The repository is an integrated online database, theoretical domain, and data generator specifically created to offer datasets for analysis in the field of machine learning [6]. The dataset will be divided into two parts: training data and testing data. The training data will be used to train the SVM and RF models, while the testing data will be used to test the performance of the trained models. Machine learning entails a fundamental component of artificial intelligence that empowers computers to interact with new environments and retain knowledge from past experiences [7].

The diaretdb1 dataset consists of a total of 178 images, of which 40 images depict mild proliferative diabetic retinopathy, and the remaining 115 images are from healthy eyes. On the other hand, the messidor dataset contains 105 images, with 55 images representing diabetic retinopathy and 50 images representing non-diabetic retinopathy [8]. Each image in the dataset underwent examination and evaluation by a panel of four experts to identify the presence of abnormalities such as microaneurysms, hemorrhages, and hard exudates, as well as the presence of soft exudates. These images were captured using a fundus camera and have a resolution of 1500x1152 pixels in PNG format [9].

2.2 Method

In detecting DR in eye images. SVM is known for its ability to separate classes with an optimal hyperplane, while RF is an ensemble learning method that utilizes a number of decision trees. Through experiments, it is possible to compare the accuracy, precision, recall, and F1-score of the two methods which one is superior in detecting DR at different severity levels.

The characteristics of each method are justified. SVM is effective in dealing with complex and high-dimensional data. This is important in DR detection because eye image data has many features and variations. On the other hand, RF offers better ability to cope with data variation and noise as it applies ensemble learning techniques. This corresponds to the variability of eye images that may arise from differences in examination conditions and the presence of noise.

The choice of method, considering interpretability is also very important. SVM provides a hyperplane that can be described and allows for a more intuitive understanding of how class separation occurs. This is an advantage in the interpretation of DR detection results to medical professionals. On the other hand, RF consists of many decision trees, which makes interpretation more complex.

Consider the adaptability of both methods in the context of DR detection. SVM, with its various kernels that can be used, can be adapted to different data characteristics. RF can provide a more stable solution by overcoming overfitting, which often occurs in the case of DR detection due to significant variations in eye images. In justification, each method has its own challenges. SVM may tend to overfit if not well optimized, while Random Forest may produce less interpretable models. However, with advanced image processing techniques and feature integration, both SVM and
RF have the potential to overcome these challenges. Based on performance comparison, description of characteristics, explanation of interpretability, adaptability, and context considerations, we chose to apply both methods in DR detection. The integration of advanced image processing techniques also allows us to overcome challenges that may arise. Thus, this study has a solid foundation in selecting the most suitable method for DR detection with optimal accuracy and effectiveness.

2.2.1 Support Vector Machine
Support Vector Machine (SVM) is a type of machine learning algorithm that uses principles of statistical learning and structural risk minimization for pattern recognition and regression. The main goal of SVM is to find the optimal hyperplane that effectively separates positive examples from a combination of negative examples, while maximizing the margin between them.

In the SVM method, we will implement SVM with an appropriate kernel to perform eye image classification. This research uses optimized parameters to avoid overfitting and ensure good performance. As well as the classification context, the SVM searches for a hyperplane that can distinguish between positive and negative examples. This hyperplane is chosen such that the distance between the hyperplane and the closest training examples, called support vectors, is the largest. SVMs use mathematical techniques such as linear programming and quadratic optimization to find the optimal hyperplane. The algorithm utilizes kernel functions, which allow SVMs to project the data into a higher feature space, where a linear separation is possible. Commonly used kernel functions include linear, polynomial, and Gaussian kernels. The advantage of SVM lies in its ability to tackle complex classification problems and non-linear data. It is also resistant to overfitting as it maximizes the margin between classes. In addition, SVM has a high accuracy in performing classification, making it one of the popular methods in pattern recognition. SVM has a disadvantage in handling very large data sets due to its computational complexity. In addition, proper selection of parameters, such as C and gamma parameters, is essential to obtain optimal results.

Overall, SVM is a powerful and effective machine learning algorithm for pattern recognition and classification. By maximizing the margin between classes, SVMs are able to produce accurate decision boundaries and can be applied to various types of classification problems. One of the main advantages of SVM is its ability to build robust classification models even when faced with limited data.

The drawback of SVM becomes impractical when dealing with large datasets [10].

\[ y(x, w) = \sum_{j=0}^{M-1} \omega_j \phi_j(x) \]  

(1)

In this particular context, the input variables are denoted as \( x = (x_1, x_2, ..., x_D) \), while the parameters are represented by \( w = (w_0, w_1, ..., w_D) \). The basis function, \( \phi(x) \), is used, and \( M \) refers to the overall number of model parameters. Usually, the basis function \( \phi(x) \) is equal to 1, which signifies that \( w_0 \) acts as a bias term.

When applying the SVM method to test the diaretdb1 dataset, it was seen that the accuracy achieved was 88%. The test dataset includes 89 data points diagnosed with non-diabetic retinopathy and 89 data points diagnosed with diabetic retinopathy. In addition, when evaluating the messidor dataset using the same method, the accuracy obtained was 80%. In this case, the test dataset consisted of 50 data points diagnosed with non-diabetic retinopathy and 55 data points diagnosed with diabetic retinopathy.

2.2.1 Random Forest
This method builds a Random Forest (RF) classification with a number of decision trees. Each tree will be randomly generated and used to classify eye images. The majority decision of these trees will determine the prediction class.

RF is a machine learning method that involves combining the predictions of multiple decision trees to produce a final prediction. The term "Random Forest" comes from the creation of many trees through a bootstrapping process. Each tree in RF generates its own class prediction, and the final prediction is determined by selecting the most frequent prediction among the trees [12].

RF is a highly effective machine learning algorithm, especially suitable for classifying large data sets. It stands out for its ability to handle data of various scales and delivers outstanding performance. By combining decision trees using the provided training dataset, the algorithm demonstrates its versatility. Notably, RF does not require complex tuning to achieve good accuracy. Increasing the number of trees used in the algorithm will result in higher accuracy rates. In addition, RF excels in overcoming common challenges faced in data classification, which further improves its overall performance [13].

The RF algorithm has a unique feature that allows it to increase the level of randomness during the tree growth process. Unlike other methods that prioritize the most significant features when splitting a node, RF uses a random subset of features to identify the optimal features. This approach introduces considerable variation, which often results in better model performance and more robust designs [14].
The RF algorithm uses ensemble learning, a technique that combines multiple classifiers to tackle complex problems and improve model performance. RF operates in two stages. In the first stage, N decision trees are combined to build an ensemble of decision trees. In the second stage, predictions are generated for each individual tree in the forest [15].

RF offers many benefits, such as its ability to effectively handle non-linear data, reduce the risk of overfitting, and achieve higher accuracy compared to alternative classification algorithms, but it is also important to recognize certain limitations. One such limitation is the tendency of RF to exhibit bias towards categorical variables. Also, when working with large datasets, the computation time required by this algorithm can be relatively slow. Also, Random Forest is not suitable for linear methods that involve many sparse features.

\[
P(c \lor I, x) = \frac{1}{T} \sum_{t=1}^{T} p_t(c \lor I, x)
\]

Each tree in the RF is trained using a set of randomly selected images. The purpose of this random selection is to ensure a balanced distribution across the retina affected by DR. Each individual tree is trained using an algorithm that presents a set of randomly selected candidate separators, consisting of a function parameter \( \theta \) and a threshold \( \tau \).

The RF technique was used to evaluate the diaretdb1 dataset, which resulted in an accuracy of 91%. The test dataset for this evaluation included 89 cases diagnosed as non-diabetic retinopathy and 89 cases diagnosed with diabetic retinopathy. Similarly, when the RF method was applied to test the messidor dataset, it achieved 85% accuracy. In this case, the testing dataset consisted of 50 cases diagnosed as non-diabetic retinopathy and 55 cases diagnosed with diabetic retinopathy.

3. RESULTS AND DISCUSSION

The initial step in this process is to input the raw data into the Input Dataset. Next, the Training Dataset is used as a subset to train the machine model in classifying the severity of absence of DR and presence of proliferative DR. The testing dataset serves as a subset to assess the performance of the model trained on the patient's unseen retinal images using both methods. SVM Model Input consists of the set of datasets used to train the SVM method. The SVM Model Train Dataset, a subset of the dataset, is used to train the SVM model to classify and predict the severity of DR on retinal images. The SVM Evaluation Model is used to measure the accuracy in predicting and classifying the severity of DR in retinal images using the SVM method. Similarly, the RF Model Input consists of a set of datasets used to train the RF model. The Train RF Model Dataset, which is part of the provided datasets, is used to train the RF model in classifying and predicting the severity of diabetic retinopathy in retinal images. RF Model Evaluation assesses the accuracy in predicting and classifying the severity of DR in retinal images using the RF method. The flow of the research conducted is located in Figure 1. In this study, two datasets, diaretdb1 and messidor, were used. The datasets are then used to define X and Y variables. X represents a Ratio variable, while Y represents a Nominal or label variable. The label data consists of two different categories: No DR and Proliferative DR. The data was then divided into training data and test data for further analysis and evaluation.
The results of the SVM and RF performance analysis will be analyzed to understand their ability to classify eye images of diabetic patients. We will look at the extent to which each method can identify DR at an early stage or higher severity using SVM and RF methods can be seen in Table 1. This table provides information regarding the accuracy achieved for the diaretdb1 and messidor datasets using each method.

With reference to Table 1, it can be concluded that RF shows superior performance in terms of accuracy compared to SVM. This shows that when applied to the same dataset, RF outperforms SVM as a classification method.

4. CONCLUSION

In the diabetic retinopathy study using the diaretdb1 dataset, the classification results showed that the SVM method achieved an accuracy of 88%, while the RF method had a higher accuracy of 91%. The same thing happened on the messidor dataset, where SVM obtained an accuracy of 80% and RF outperformed with an accuracy of 85%. These results show a significant difference between the two methods. In the context of DR research, this finding highlights that the RF algorithm provides more accurate results than the SVM method, suggesting that RF is able to recognize better patterns and characteristics in DR data compared to SVM.

This study provides deep insights into the performance of SVM and RF in detecting DR. This approach allows us to provide better guidance on the potential of both methods in supporting DR early detection and management efforts with a more complete understanding. In choosing the right algorithm, it is important to consider the research context and the dataset used. In this case, the RF method has been shown to provide better performance in classifying DR on the diaretdb1 and messidor datasets. Therefore, in the context of this research, RF is a better and attractive option to use.

It should be noted that the superiority of RF in this study does not mean that this method is always better than SVM in all situations. Each method has advantages and disadvantages that need to be considered according to the characteristics of the data and the research objectives. These results show that in the case of DR classification, RF has provided more accurate results and can be considered an attractive alternative to use.

Overall, this study shows that both SVM and RF have the potential to be effective tools in DR detection. The choice of method depends on the characteristics of the data, the complexity of the problem, as well as the need for interpretability. The integration of advanced image processing techniques can also improve the performance of both methods. This study provides valuable guidance for medical professionals and researchers to select an appropriate method for early detection and better accuracy in addressing DR.

This study suggests the potential of SVM and RF in supporting early detection and management of DR. The choice of method depends on the characteristics of the data, interpretation, and context of application. Through this research, we aspire to provide more focused guidance in the application of classification techniques to improve DR detection outcomes more effectively.

Further research is recommended to improve and refine existing algorithms or explore alternative methods with the aim of achieving more optimized and superior results. By investigating different algorithms or approaches, there is potential to improve the accuracy and performance of the classification process. Additionally, exploring the feasibility of combining multiple algorithms or using advanced techniques may yield better results. The continued pursuit of research and innovation in this domain can contribute to the advancement of this field and potentially offer more effective solutions.
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