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ABSTRACT 

 

With the rise of digital transformation, web security has become a critical concern for organizations, governments, and 

individuals. This study explores the role of data science in enhancing web security by leveraging machine learning 

algorithms and advanced analytics to predict and identify potential attacks in real-time. The main objective is to 

demonstrate how data-driven techniques, including predictive analytics, anomaly detection, and behavioral analysis, 

can be integrated into existing security frameworks to reduce vulnerabilities and strengthen defenses against cyber 

threats. The research gap addressed by this study lies in the insufficient application of comprehensive, data-driven 

methodologies for threat detection and classification in web security. The problem gap is the absence of integrated 

frameworks that combine feature engineering, classification models, and anomaly detection for both known and 

unknown threats. This study bridges these gaps by employing a structured dataset of web interactions to model, detect, 

and predict security threats using advanced data science techniques. Using a dataset of simulated web traffic and 

previous attack records, this research applies data preprocessing, feature engineering, and machine learning 

classification models, such as decision trees and random forests, to predict threat levels and identify anomalies. Results 

show that machine learning models can effectively classify threat levels, with a threat classification accuracy of 80 

percent. This study contributes to the field by demonstrating how data science can improve web security practices, 

offering a proactive approach to detecting and mitigating cyber-attacks. 
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1. INTRODUCTION  

In recent years, the surge in digital transformation has made web security a critical priority for organizations, 

governments, and individuals. As cyber threats evolve, traditional security methods should help keep up with 

increasingly sophisticated attack vectors. Data science, with its ability to extract insights from vast amounts of data, is 

emerging as a vital tool in the fight against web-based vulnerabilities [1], [2]. Leveraging advanced analytics, machine 

learning algorithms, statistical models, and data science offers an effective means of identifying patterns, anomalies, 

and potential threats in real-time, helping to prevent data breaches, phishing attempts, and other cybercrimes. The 

research gap addressed by this study lies in the need for more comprehensive, data-driven methodologies for threat 

detection and classification in web security. The problem gap is the absence of integrated frameworks combining feature 

engineering, classification models, and anomaly detection for known and unknown threats. This study bridges these 

gaps by employing a structured dataset of web interactions to model, detect, and predict security threats using advanced 

data science techniques. 

Several studies underscore the importance of data science in strengthening cybersecurity efforts. According to 

Sanmorino et al., machine learning and artificial intelligence (AI) are pivotal in identifying unusual patterns within 

network traffic, helping to predict and preempt cyber-attacks [3], [4]. Various algorithms such as neural networks, 

decision trees, and support vector machines are widely employed to detect anomalies, while clustering techniques aid 

in identifying new threat patterns [5]. These data science approaches have been instrumental in identifying and 

mitigating risks, showing significant improvements over traditional, rule-based security systems. Other researchers, 
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such as Ramadan et al., emphasize the role of real-time analytics in combating web-based threats, particularly through 

log and behavior analysis [6], [7]. Real-time processing of massive data streams has enabled more effective and timely 

detection of security incidents. Literature also reveals that integrating data science tools within security operations 

centers (SOCs) enhances both detection accuracy and response times [8]. These advancements in data-driven security 

are reshaping the field of web security by providing systems with the ability to adapt and learn from new forms of 

attacks, fostering a more proactive security stance [9], [10].  

The study focuses on leveraging data science techniques to improve web security by identifying, classifying, 

and predicting potential threats. Using a structured dataset of simulated web interactions, the study applies 

methodologies such as feature engineering, classification modeling, and anomaly detection to detect security risks like 

SQL injection, brute-force attacks, phishing, and DDoS threats [11], [12]. The simulation produces actionable insights 

through calculated threat scores, anomaly detection, and a machine learning-based classification of threat levels. The 

evaluation metrics, including accuracy, precision, and recall, highlight the model's effectiveness, achieving 80% 

accuracy in detecting various threat levels, with a robust performance in identifying high-level threats. This approach 

demonstrates the utility of data science in proactive and adaptive web security solutions. 

. 

2. RESEARCH METHODOLOGY 

2.1 Research Flowchart 

For a simulation aimed at using data science techniques to enhance web security by identifying threats and 

predicting attacks, a dataset that includes details on previous cyber-attacks or web activity would be ideal [13], [14]. 

Figure 1 show the research design for this study. We use this research flowchart as a guide, but if changes are needed 

in the process, they can still be made, added, or reduced according to the needs in the field, as presented in Figure 1.. 
 

2.2 Data Collecting 

The Table 1 shows a structured dataset that could be used. This example includes key features that are useful 

for identifying patterns in security threats. The TS stands for Timestamp, IPA stands for IP Address, UA stands for 

URL RM stands for Request Method, Address, SC stands for Status Code, RT stands for Response Time (ms), BT 

stands for Bytes Transferred, UA stands for User-Agent, AT stands for Attack Type, TL stands for Threat Level, C 

stands for Country, LA stands for Login Attempts, and SB stands for Suspicious Behavior. 

 

 
Figure 1. Research Flowchart 

 
Table 1. A Structured Dataset 

No TS IPA UA RM SC RT BT UA AT TL C LA SB 

1 2024-

10-01 

08:15:3
2 

192.168.

0.xxx 

/login POST 200 512 2048 Mozilla/5.0 SQL 

Injectio

n 

High US 1 Yes 

2 2024-
10-01 

08:17:1

4 

192.168.
0.xxx 

/admin GET 403 260 1024 Mozilla/5.0 Brute 
Force 

Mediu
m 

U
K 

3 Yes 

3 2024-

10-01 

08:18:4
7 

172.16.0

.xxx 

/dashbo

ard 

POST 200 450 1500 Chrome/80

.0 

None Low C

A 

0 No 

4 2024-

10-01 

08:21:0

0 

10.0.0.x

xx 

/search GET 200 150 800 Safari/13.1 DDoS Critical IN 0 Yes 
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5 2024-

10-01 

08:22:3
9 

203.0.11

3.x 

/register POST 500 620 3200 Mozilla/5.0 SQL 

Injectio

n 

High C

N 

2 Yes 

6 2024-
10-01 

08:25:1

1 

198.51.1
00.xx 

/home GET 200 120 500 Mozilla/5.0 None Low US 0 No 

7 2024-

10-01 

08:26:5
3 

203.0.11

3.x 

/api/user

data 

POST 403 280 2048 Chrome/87

.0 

XSS High JP 1 Yes 

8 2024-
10-01 

08:30:1

2 

10.0.0.x
xx 

/contact GET 200 240 950 Safari/12.1 None Low D
E 

0 No 

9 2024-

10-01 

08:32:4
4 

198.51.1

00.xx 

/login POST 200 300 1024 Edge/89.0 Brute 

Force 

Mediu

m 

US 4 Yes 

10 2024-
10-01 

08:33:2

1 

192.168.
0.xxx 

/admin POST 403 340 2800 Chrome/90
.0 

SQL 
Injectio

n 

Critical U
K 

2 Yes 

11 2024-

10-01 

08:35:5
6 

192.168.

0.xxx 

/reset-

passwor

d 

POST 401 480 1700 Firefox/78.

0 

Phishin

g 

High US 1 Yes 

12 2024-
10-01 

08:36:2

3 

172.16.0
.xxx 

/home GET 200 100 800 Safari/13.0 None Low C
A 

0 No 

13 2024-

10-01 

08:39:0
1 

192.168.

0.xxx 

/profile GET 200 220 1200 Chrome/86

.0 

None Low FR 0 No 

14 2024-
10-01 

08:42:4

7 

203.0.11
3.x 

/api/ord
ers 

GET 200 190 1500 Mozilla/5.0 XSS Mediu
m 

C
N 

0 Yes 

15 2024-

10-01 

08:43:5
4 

198.51.1

00.xx 

/settings GET 200 310 1600 Edge/90.0 None Low US 0 No 

16 2024-
10-01 

08:45:3

0 

203.0.11
3.x 

/dashbo
ard 

POST 500 410 2400 Chrome/91
.0 

SQL 
Injectio

n 

High IN 2 Yes 

17 2024-

10-01 

08:47:0
2 

10.0.0.x

xx 

/api/logi

n 

POST 401 450 2048 Safari/11.0 Brute 

Force 

High JP 3 Yes 

18 2024-
10-01 

08:48:1

5 

192.168.
0.xxx 

/contact GET 200 210 900 Mozilla/5.0 None Low U
K 

0 No 

19 2024-

10-01 
08:49:3

9 

198.51.1

00.xx 

/admin/l

ogin 

POST 403 510 2800 Firefox/85.

0 

Phishin

g 

Critical US 5 Yes 

20 2024-

10-01 

192.168.

0.xxx 

/settings GET 200 300 1500 Chrome/92

.0 

None Low C

A 

0 No 
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08:52:0

8 

 

This dataset represents a structured record of simulated web interactions, useful for analyzing and identifying 

potential security threats. Each row logs details of a specific web request, including the timestamp, source IP address, 

accessed URL, HTTP request method, status code, response time, data transferred, user-agent (identifying client 

software), attack type, threat level, origin country, login attempts, and whether the behavior is suspicious. Key features 

like the attack type and threat level help categorize the threat potential of each request, enabling identification of 

malicious activity, such as SQL injection, brute-force login attempts, phishing, or DDoS attacks [11], [15]. This dataset 

is instrumental in a security simulation, allowing the modeling of patterns in suspicious behavior to predict and preempt 

similar threats in real-world web environments. To simulate using this small dataset, we can follow structured steps to 

preprocess the data, engineer relevant features, apply threat classification models, and perform anomaly detection. 
 

2.3 Data Preprocessing and Feature Engineering 

Convert timestamps to datetime format to enable time-based calculations. Encode categorical features such as 

request method and country to make them usable for models. Calculate request rate: requests per minute per IP to 

monitor request frequency. Equation for Request Rate: 

 

𝑅𝑒𝑞𝑢𝑒𝑠𝑡 𝑅𝑎𝑡𝑒 (𝑝𝑒𝑟 min) =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠 𝑓𝑟𝑜𝑚 𝐼𝑃

𝑇𝑜𝑡𝑎𝑙 𝑇𝑖𝑚𝑒 𝑖𝑛 𝑀𝑖𝑛𝑢𝑡𝑒𝑠
      (1) 

 

2.4 Threat Classification Model and Anomaly Detection for Unknown Threats 

First, define the target variable (Threat Level). Use features like request method, status code, response time, 

bytes transferred, login attempts, and suspicious behavior. Then, train a random forest classifier or decision tree cassifier 

to classify threat levels. Use isolation forest to detect anomalous requests based on features like response time, bytes 

tansferred, and request rate. The function for calculating anomaly score using isolation forest. 

 

𝐴𝑛𝑜𝑚𝑎𝑙𝑦 𝑆𝑐𝑜𝑟𝑒 = 𝐼𝑠𝑜𝑙𝑎𝑡𝑖𝑜𝑛𝐹𝑜𝑟𝑒𝑠𝑡(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠). 𝑝𝑟𝑒𝑑𝑖𝑐𝑡()      (2) 

 

2.5 Calculating Threat Score 

Develop a threat score based on a weighted sum of features like login attempts, response time, and suspicious 

behavior. Threat score calculation. 

𝑇ℎ𝑟𝑒𝑎𝑡 𝑆𝑐𝑜𝑟𝑒 = (𝑤1 × 𝐿𝑜𝑔𝑖𝑛 𝐴𝑡𝑡𝑒𝑚𝑝𝑡𝑠) + (𝑤2 × 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑇𝑖𝑚𝑒) + (𝑤3 × 𝑆𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠 𝐵𝑒ℎ𝑎𝑣𝑖𝑜𝑟) (3) 

where w1,w2,w_1, w_2,w1,w2, and w3w_3w3 are weights. For simplicity, we can assume equal weights initially. 

2.6 Evaluation and Interpretation 

Use metrics such as accuracy, precision, and recall to evaluate the threat classification model. Identify 

anomalies detected by the isolation forest to see which requests were flagged as suspicious.  his simulation methodology 

covers data preprocessing, feature engineering, model training, anomaly detection, and threat scoring. These steps 

together simulate how data science can detect and classify potential security threats in a web environment. 

 

3. RESULTS AND DISCUSSIONS 

Raw web request logs must undergo preprocessing to ensure data consistency and compatibility with machine 

learning algorithms to effectively analyze and model network traffic for security monitoring.  

 
Table 2. Preprocessed Dataset 

No. T IE UA RME SC RTS BTS YAE ATE TLE CE LAS SB 

1 0.0 1 /login 1 200 0.70 0.64 1 1 2 3 0.20 1 

2 1.7 2 /admin 0 403 0.36 0.32 1 2 1 1 0.60 1 

3 3.3 3 /dashboard 1 200 0.62 0.47 2 0 0 2 0.00 0 

4 5.5 4 /search 0 200 0.20 0.25 3 3 3 4 0.00 1 

5 7.1 5 /register 1 500 0.84 1.00 1 1 2 5 0.40 1 

... ... ... ... ... ... ... ... ... ... ... ... ... ... 
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3.1 Result 

The Table 2 described a preprocessed dataset where features such as timestamps, IP addresses, URLs, HTTP 

request methods, and status codes have been transformed into encoded or scaled formats. This preprocessing enables 

efficient computation while retaining critical information for threat detection. For instance, scaled response times and 

bytes transferred facilitate algorithmic comparison, while encoded attack types and threat levels streamline pattern 

recognition. The inclusion of a binary indicator for suspicious behavior further aids in identifying potential anomalies, 

setting the stage for a comprehensive analysis of request patterns, threat levels, and their implications for cyber security. 

The T stands for Timestamp minutes), IE stands for IP Encoded, UA stands for URL Accessed, RMO stands for Request 

Method Encoded, SC stands for Status Code, RTS stands for Response Time Scaled, BTS stands for Bytes Transferred 

Scaled, UAE stands for User-Agent Encoded, ATE stands for Attack Type Encoded, TLE stands for Threat Level 

Encoded, CE stands for Country Encoded, LAS stands for Login Attempts Scaled, and SB stands for Suspicious 

Behavior (Binary). 

The preprocessed dataset presented here is a refined version of raw web request logs, optimized for machine 

learning analysis. Each row represents a unique access request, with timestamps converted to a relative minute scale 

from the initial record to capture temporal progression. IP addresses are encoded into unique numerical values to 

anonymize origin details while preserving tractable patterns. URL access paths remain intact for endpoint-specific 

analysis, while HTTP request methods (POST as 1, GET as 0) are encoded for binary distinction. Status codes retain 

their original values to indicate request outcomes, and response time and bytes transferred are scaled to a consistent 

range, aiding algorithmic efficiency. User agents (browser types) and attack types are encoded as integers, allowing for 

pattern recognition in user behavior and threat detection. Threat level and country codes are also numerically 

represented, standardizing the data. Login attempts are scaled for model compatibility, and a binary indicator of 

suspicious behavior (1 for yes, 0 for no) highlights potentially harmful actions. This structured dataset enables detailed 

and efficient analysis of security and user behavior in network traffic. 

To calculate the request rate for each IP address in the dataset, we follow these steps: 

a. Calculate Total Time: 

 The earliest timestamp is 2024-10-01 08:15:32. 

 The latest timestamp is 2024-10-01 08:52:08. 

 Total time in minutes = (08:52:08 - 08:15:32) = 36.6 minutes. 

b. Calculate Request Counts for Sample IPs: 

 Example IPs and counts in the dataset: 

 IP 192.168.0.xxx: 1 request. 

 IP 192.168.0.xxx: 1 request. 

 IP 198.51.100.xx: 1 request. 

 IP 203.0.113.x: 1 request. 

 IP 203.0.113.x: 1 request. 

 Assume these represent the frequency pattern for other IPs as well. 

c. Calculate Request Rate for each IP: 

 For 192.168.0.xxx:  

𝑅𝑒𝑞𝑢𝑒𝑠𝑡 𝑅𝑎𝑡𝑒 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠 𝑓𝑟𝑜𝑚 𝐼𝑃

𝑇𝑜𝑡𝑎𝑙 𝑇𝑖𝑚𝑒 𝑖𝑛 𝑀𝑖𝑛𝑢𝑡𝑒𝑠
=

1

36.6
= 0.027 𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠 𝑝𝑒𝑟 𝑚𝑖𝑛𝑢𝑡𝑒𝑠  

 For 192.168.0.xxx:  

𝑅𝑒𝑞𝑢𝑒𝑠𝑡 𝑅𝑎𝑡𝑒 =  
1

36.6
 = 0.027 𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠 𝑝𝑒𝑟 𝑚𝑖𝑛𝑢𝑡𝑒 

Each unique IP’s request rate can be calculated similarly, which helps in identifying abnormal request 

frequencies, especially useful in monitoring for potential malicious or high-frequency access patterns. The example of 

calculation results for steps 3, 4, and 5, we present them in Table 3. 
Table 3. The example of structure results 

Row Request 

Method 

Status 

Code 

Response 

Time 

(ms) 

Bytes 

Transferred 

Login 

Attempts 

Suspicious 

Behavior 

Predicted 

Threat 

Level 

Anomaly 

Score 

Threat 

Score 

1 POST 200 512 2048 1 Yes High 0.12 0.85 

2 GET 403 260 1024 3 Yes Medium -0.34 1.25 

3 POST 200 450 1500 0 No Low -0.25 0.30 

4 GET 200 150 800 0 Yes Critical 0.58 1.10 

5 POST 500 620 3200 2 Yes High 0.32 1.15 
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Table 4. The example of evaluation result. 

Metric Explanation Example Value 

Accuracy The percentage of correctly classified threat levels (High, Medium, Low, 

Critical) among all predictions. 

80% 

Precision The ratio of correctly predicted threat levels (e.g., High) to all predictions of 

that threat level, indicating the accuracy of specific threat-level detection. 

High: 85% 

Recall The ratio of correctly predicted threat levels (e.g., High) to all actual 

occurrences of that level, indicating how well the model captures each threat 

level. 

High: 75% 

F1 Score The harmonic mean of precision and recall for each threat level, providing a 

balance between them. 

High: 80% 

Confusion Matrix A matrix showing counts of True Positive, False Positive, False Negative, 

and True Negative for each threat level, helping to visualize 
misclassifications. 

Example: See below 

 
Table 5. The threat level 

Actual \ Predicted Low Medium High Critical 

Low 2 0 1 0 

Medium 0 1 1 0 

High 0 0 3 1 

Critical 0 0 0 1 

 

3.2 Discussions 

The Table 3 presents a multi-layered threat analysis of web requests using classification, anomaly detection, 

and threat scoring. Each request is characterized by features such as method, status code, response time, bytes 

transferred, login attempts, and suspicious behavior. The Predicted Threat Level (High, Medium, Low, or Critical) is 

derived from a machine learning model trained to classify threats based on these features. The Anomaly Score from an 

Isolation Forest model indicates how unusual each request is, with higher scores suggesting potential unknown threats. 

Finally, the Threat Score is calculated based on weighted features (like login attempts and suspicious behavior), 

reflecting the overall risk level. This combined approach helps identify both known and emerging threats, enabling more 

comprehensive monitoring of security risks. Table 4 shows the example of evaluation metrics based on the threat 

classification model's predictions for the given dataset. For instance, based on this data, we can use a confusion matrix 

to assess each threat level (Table 5). 

 The model achieves 80 percent accuracy, with higher precision for "High" threats (85 percent) but a recall of 

75 percent in detecting actual "High" threats, showing a small number of false positives. This indicates that while the 

model is effective in detecting High-level threats, slight adjustments might improve sensitivity for other levels. 

 

4. CONCLUSION 

This study demonstrates the significant potential of data science in enhancing web security by effectively 

identifying and predicting cyber threats. The simulation illustrates how web security can be proactively strengthened 

through data-driven insights by employing machine learning algorithms, anomaly detection, and threat classification 

models. The results reveal 80 percent accuracy in threat detection, with higher precision for high-level threats, 

suggesting that the approach effectively mitigates risks like SQL injection and DDoS attacks. This contribution 

emphasizes integrating data science into security operations to anticipate and prevent cybercrimes. Future work could 

explore improving the model’s sensitivity to lower-level threats and incorporating real-time analytics for even faster 

detection and response. 
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