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ABSTRACT 

 

With the increasing number of students and variations in achievement, managing achievement data in higher education 

has become more complex, so manual methods are insufficient. K-means clustering was chosen because of its ability to 

group data based on specific attributes, which makes it easier to identify patterns and trends. This research aims to 

prove K-Means' effectiveness in analyzing achievement data and adding to the literature regarding the application of 

data mining in education. The dataset includes student achievement indexes from various study programs at the 

University of Malang from 2018 to 2022. The data is processed to group student achievements efficiently. The clustering 

model was built using one of the algorithms in the clustering method, namely K-Means. This research produced the best 

cluster with a total of 3 clusters. The process was conducted to determine the best grouping by testing six cluster models. 

The best cluster was selected using the Davies Bouldin index test. Based on research with the results, these three groups 

can be categorized as cluster 0 in the low category with a value of 100, cluster 1 in the high category with a value of 

4.100, and cluster 2 in the middle category with a value of 1.900. 
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1. INTRODUCTION  

Data management and analysis are critical in the current information era, especially in higher education. 

Malang University (UM), as one of the leading educational institutions in Indonesia, has the responsibility to manage 

education and the learning process in higher education by focusing on students, using efficient learning methods, and 

maximizing the use of technology. A critical aspect of this achievement is student achievement, which includes 

academic results and student achievement motivation while is influenced by various internal and external factors [1]. 

Predictions of student achievement can provide an overview of the final results likely to be obtained in academic 

achievement. Apart from that, this prediction also functions as an early warning for students so they can take corrective 

steps to become quality graduates with academic achievements that meet the expected standards [2]. 

Student achievement results from a learning process completed based on individual potential or ability and by 

the competencies determined by the relevant educational institution. Students’ success in achieving learning is reflected 

in their cumulative achievement index, which is classified into five categories based on the highest potential score for 

each predetermined indicator [3]. At Malang University (UM), student achievement data continues to increase every 

year; this data includes academic and non-academic achievements and individual and group achievements. Universities 

have made various efforts to improve student academic achievement to achieve national education standards. The results 

of this data processing are beneficial in the decision-making process for future planning and development [4]. 

In the context of grouping student achievements at the University of Malang, there are challenges in identifying 

and grouping students based on achievement levels objectively and systematically. Student achievements can be seen 

from various aspects, such as GPA (Cumulative Achievement Index), number of extracurricular activities participated 

in, achievements in competitions or competitions, as well as contributions to research or community service. However, 

this achievement grouping is often done subjectively and is not well structured, resulting in difficulties in providing 
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rankings or recommendations for students. This problem requires testing that involves a calculation system that applies 

data mining concepts to analyze and group student achievements in an objective and structured manner                                                                                                                                       

[5]. The K-Means Clustering method is a method in data mining that is popularly known for its speed in grouping data 

based on similar attributes. This method is able to identify patterns and trends in data that can be used for decision 

making and aims to divide objects into one or more groups based on similar characteristics which will be grouped in 

one cluster while objects with different characteristics will be in another cluster. In addition, K-Means Clustering has 

weaknesses in handling data with many dimensions, especially when dealing with data that cannot be separated non-

linearly [6].  

Data mining is defined as a set of techniques used automatically to thoroughly explore and bring to the surface 

complex relationships in very large data sets [7]. The main goal is to find patterns, relationships, or hidden information 

in data, which may not be immediately apparent. This process uses various statistical, mathematical and artificial 

intelligence techniques to analyze data automatically and systematically [8]. Data mining generally processes data from 

large databases. From this data, a search for patterns or trends is carried out in accordance with the objectives of applying 

data mining. The results of this process can then be used for decision making and the necessary analysis [9]. The K-

Means algorithm is a clustering method that aims to divide data into one or more cluster groups. This method groups 

data into the same cluster, while data with different characteristics is put into another cluster [10]. 

Several studies have been conducted to apply the K-Means Clustering approach in analyzing student 

achievement, which results in grouping students based on achievement. The aim of this research is to identify and form 

clusters of student achievement data based on academic and non-academic aspects, so that they can be used as a 

reference for improving student academic achievement in the subsequent learning process [11]. The K-Means Clustering 

algorithm approach is used to produce a model that can group student achievements from various study programs in 

higher education [12]. This explains the concept of the K-Means algorithm and illustrates how the algorithm can be 

applied to evaluate and classify student academic performance [13]. 

The results of this research show that the K-Means clustering technique can be used to analyze the 

achievements of Malang University students from various study programs in the 2018 to 2022 period, by grouping 

students into low, medium, and high achievement categories [14]. Next, the best grouping was tested using the Davies-

Bouldin method [15]. Therefore, the process of grouping student achievements is carried out by applying the K-Means 

Clustering method using the RapidMiner application [16]. 

 

2. RESEARCH METHODOLOGY 

2.1 Data Source 

This research uses secondary data teken from the online platform that provides it information about the 

achievements of Malang University students. The data source was obtained through the official portal universities and 

public sources that provide academic and non-academic achievement data students in a structured from. The data 

collected includes university student achievements Malang in Various areas of achievement in each study program, 

which have been published by related universities. This data is available online via the Kaggle repository. This dataset 

consists of 70 entries and 5 attributes. Results dataset processing is shown in Table 1. 

 

2.2 Data Collection 

This data collection is carried out to obtain and find out information about achievements academic and non-

academic students at Malang University (UM). Student achievement data is accessed through the university 

achievement archive which contains official records of academic and non-academic achievements have been achieved 

by students. The documents used include annual student achievement reports in each study program. 

 
Table 1. Malang University Student Achievement Dataset 

No Fakultas Prodi 2018 2019 2020 2021 2022 

1 FEB S1 Pendidikan Ekonomi 0 0 396 36 120 

2 FEB S1 Akuntansi 1 1 1562 473 4152 

3 FEB S1 Pendidikan Akuntansi 0 0 722 285 1903 

4 FEB S1 Manajemen 0 0 707 61 339 

5 FEB S1 Pendidikan Perkantoran 0 0 586 86 549 

6 FEB S1 Pendidikan Tata Niaga 0 0 266 18 78 

7 FEB S1 Ekonomi Pembangunan 0 0 421 24 251 

8 FEB D3 Akuntansi 0 0 69 18 0 

9 FEB D3 Manajemen Pemasaran 0 0 35 7 7 

10 FIK S1 Pendidikan Olahraga 1 0 291 159 37 

… … … … … … … … 

… … … … … … … … 

70 FT D3 Tata Busana 0 0 0 1 0 
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2.3 Data Processing 

In this research, data processing aims to group the achievements of Malang University student based on study 

programs based on study programs during the 2018 to 2022 period using the K-Means Clustering method. The data 

processing process includes the following steps: 

a. Data Preparation 

Data collection: student achievement data is taken from academic and non-academic records during the 2018 

to 2020 period. 

b. K-Means Clustering Process 

Initialization: we determine the number of clusters, for example k = 3, or k = 4, to describe groups of students 

with high, medium, low, or other achievements. 

c. Evaluation of Cluster Results  

After the clusters are formed, the quality of the clustering is assessed using the Davies Bouldin index (DBI) 

method. The best clustering model is selected based on the smallest DBI value from several experiments with 

different numbers of clusters. 

d. Grouping Based on Study Program 

After the clusters are formed, analysis is carried out for each study program, identify cluster characteristics for 

each study program (for example, students with, high, medium, or low academic achievement). 

e. Grouping Results 

The results of data processing will display student groups based on lavel of achievement, for example cluster 

1 includes students with high GPA, cluster 2 includes students with moderate academic achievement, and 

cluster 3 includes students with low achievement. 

The results of data processing using K-Means Clustering and evaluation using the Davies Bouldin index 

provide an overview of student achievement patterns at the University of Malang based on study program. This analysis 

helps the university understand the distribution of student achievement and determine strategic steps to improve the 

quality of education and student development.   

 

2.4 Data Mining 

Data mining is a process that automatically searches for useful information in large data storage, data mining 

techniques are applied to analyze large databases as a method for discovering useful new patterns. But not all search 

activity information can be categorized as data mining. 

Data mining is a technique for analyzing large databases to discover new and useful patterns. This process 

integrates concepts from various fields, such as: 

 Statistics: sampling, estimation, and hypothesis testing. 

 Artificial intelligence and machine learning: search algorithms, modeling techniques, and learning theory. 

 Other fields: optimization, evolutionary computing, information theory, signal processing, visualization, and 

information retrieval. 

Data mining architecture includes components such as databases, knowledge based, data mining engines, 

pattern evaluation modules, and graphical interfaces. The data mining process follows the CRISP-DM stages: Data 

Understanding, Data Preparation, Modeling, Evaluation, and Dissemination. 

 

2.5 Clustering 

Clustering is the process of dividing a set of data objects into groups called clusters. Objects within a cluster 

have characteristics that are similar to each other, but different from object within other clusters. This division is carried 

out automatically using a clustering algorithm, therefore clustering is useful for identifying previously unseen groups 

or patterns in data. Clustering is also known as data segmentation because it separates data into several groups based on 

certain similarities.  

 Clustering is differentiated based on group structure, membership, and data compactness. Based on structure 

clustering consists of hierarchical and partitioning. Hierarchical clustering is a method of grouping data based on a 

hierarchical structure. This method is divided into two types: agglomerative and divisive. 

 Agglomerative Clustering 

Agglomerative clustering starts with each objects as a separate cluster, then the most similar objects are 

combined gradually until they form a single cluster. 

 Divisive Clustering 

Divisive clustering is the opposite, starting with one large cluster which is then broken down gradually into 

smaller clusters. 
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Figure 1. K-Means flowchart 

 

These two methods organize data based on a proximity matrix, and the results are visualized as a binary tree 

or dendrogram. The root of the dendrogram represents the entire dataset, while the branches represent data points. The 

final cluster is obtained by cutting the dendrogram at a certain level. 

 

2.6 K-Means 

K-Means is an unsupervised learning algorithm that functions for grouping data into clusters, this algorithm 

can work with data without category labels. K-Means clustering is where data is grouped based on characteristics that 

are similar in one cluster, but different from data in other clusters. The flow diagram of the K-Means method can be 

seen in Figure 1. 

From Figure 1, you can see the flow diagram of the K-Means method which starts by determining the desired 

number of clusters. After the number of clusters is determined, the nex step is to determine the initial position of the 

cluster center (centroid). The the distance between each data object and each cluster center is calculated using the 

Euclidean distance formula, to determine the shortest distance between each data point and the existing centroid. Based 

on this minimum distance, objects are grouped into appropriate clusters. The cluster center is then updated by calculating 

the everage position of objects in that cluster (the new centroid). If any objects need to be moved to another cluster, this 

process is repeated. The process continues until there are no more changes in the clustering, indicating that convergence 

is achieved and the algorithm is complete. 

The main formula used in the K-Means algorithm is the Euclidean distance formula, which is used to calculate 

the distance between data points and centroids. The Euclidean distance between two data points x = (x1,x2,…,xn) and c 

= (c1,c2,…,cn) is calculated using the formula : 

 

𝑑𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛(𝑥, 𝑐) = √∑ (𝑥𝑖−𝑐𝑖)
2𝑛

𝑖=1                    (1) 

where : 

 d (x,c) is the distance between data point x and centroid c. 

 xi and ci are the values in the i-th dimension of the data point and centroid. 

 n is the number of data dimensions (e.g the number of achievement criteria used). 

After determining the distance, each data point (student) will be grouped into the cluster that has the closest 

distance to the centroid. After assignment of data to clusters, a new centroid is calculated based on the average position 

of the data in the clusters. For example, for the k-th cluster with data members x1,x2,…,xm the new centroid ck is 

calculated by the formula : 

𝑐𝑘 =
1

𝑚
∑ 𝑥𝑖

𝑚
𝑖=1                (2) 
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where : 

 ck is the new centroid of the kth cluster. 

 m is the number of data in the kth cluster. 

 xi is the data position in the kth cluster. 

 

2.7 Davies Bouldin 

Davies Bouldin is a method for evaluating the value of the results of a clustering algorithm or grouping data, 

based on the quantity and characteristics contained in the data set. However this approach has weaknesses because the 

good grades produced do not always reflect quality information obtained.  

The Davies Bouldin index (DBI) is a metric for achieving the validity of clustering solutions. This index is a 

index of relative clustering validity, which means comparing the clustering results with a hypothetical ideal clustering. 

Lower DBI values indicate better clustering solutions. 

 Higher DB index values indicate worse clustering solutions. This is because a higher DBI value indicates that 

the cluster is not well separated and the cluster is not compact. 

 However, lower DB index values are more desirable. This value indicates that the clusters are well separated 

and compact, which is often a good indication of a successful clustering solution. 

The Davies Bouldin index (DBI) formula is used to assess the quality of clustering results. This index measures 

the extent to which clusters are separated from each other and the extent to which they are dense. The lower the DBI 

value, the better the clustering results (clusters are denser and more clearly separated). The following is the formula for 

calculating the Davies-Bouldin Index in a clustering. 

 

𝐷𝐵𝐼 =
1

𝑘
∑ 𝑚𝑎𝑥

𝑖≠𝑗

𝑘

𝑖=1
(

𝑑(𝑐𝑖,𝑐𝑗)

𝑎𝑖+𝑎𝑗
)            (3) 

where : 

 K is the number of clusters. 

 ai is the size (density) of cluster i, usually calculated as the average distance between each point in the cluster 

and the cluster center (centroid). 

 d (ci,cj) is the distance between cluster centers ci and cj. 

 Max i=j that we look for pairs of clusters that have the maximum ratio between density and distance between 

centers. 

This formula calculates the DBI value by adding up the maximum value of the ratio of the distance between 

cluster centers to the number of standard deviations for each different pair of clusters. Lower DBI values indicate better 

clustering. 

 

 
              Figure 2. Qualitative flow diagram 
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2.8 Research Flow Diagram 

The following is our qualitative research flow diagram. Qualitative research is a research method that uses 

descriptive data, in the form of written or spoken language, obtained from people or actors who can be observed. This 

approach aims to explain and analyze phenomena involving individuals or groups, such as events, social dynamics, 

attitudes, beliefs and perceptions. There is an example of a qualitative research flow diagram, as presented in Figure 2. 

 

3. RESULTS AND DISCUSSIONS 

3.1 Data Cleaning and Integration 

Data cleaning and integration refers to the process of improving and combining data from various sources so 

that it is ready for analysis. Data cleaning involves identifying and correcting errors or discrepancies in data, such as 

duplication or missing values. Meanwhile, data integration is combining data from different sources to form a consistent 

and complete data set. 

a. Checking empty data 

Figure 3 shows that the dataset has gone through a checking and validation process for missing values, 

and no empty data was found in all columns. This condition is excellent because it allows data analysis to be 

performed without requiring additional cleaning. This dataset is suitable for application in various analysis 

methods or direct modeling. 

b. Checking for data that deviate significantly (outliers) 

Figure 4 is a dataset showing potential outliers in the numerical column, especially in 2020, 2021, and 

2022, because there is a large difference between the minimum and maximum values. Meanwhile, in 

categorical data, some categories with a very small number of entries (such as FPPsi or cluster_0 ) may need 

to be analyzed further to understand whether they are normal or an anomaly. Additional analyzes, such as 

distribution visualization and statistical calculations, are needed to confirm whether the data are indeed outliers. 

 

3.2 Data Mining 

Figure 5 shows the data analysis flow for clustering experiments with various methods. The dataset is processed 

through several cleaning and attribute selection steps before further processing. This process allows exploring several 

clustering algorithms in parallel and comparing their performance. The final result is the selection of the best clustering 

method based on the performance evaluation carried out. Trials were carried out to obtain optimal clusters, starting from 

cluster 2 to cluster 6. Each clustering result was then evaluated for its performance. 

 

 
Figure 3. Blank data checking 
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Figure 4. Checking for data with high deviation 

 

 
          Figure 5. Creating a K-Means clustering algorithm model 

 

The image above shows a workflow diagram of a data analytics platform, such as RapidMiner. The following 

is a detailed explanation of each step in the process:  

a. Retrieve Dataset 

This component is used to retrieve or load a dataset (named recap in the image). This dataset is likely the 

starting point of the analysis process. 

b. Set Role 

This step sets the role of the attribute in the dataset. For example: determining which is the label (variable 

target) and marking the attribute as an ID, custom attribute, or non-processing attribute. 

c. Select Attributes 

At this stage, certain attributes are selected for analysis. Possibly irrelevant attributes are discarded so that only 

important columns are used for further processing. 

d. Remove Duplicates 

This component is used to delete duplicate data rows (based on certain criteria). The goal is to ensure the 

dataset has no redundancy. 

e. Multiply 
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This component duplicates the dataset into several copies (replicas). This allows the same dataset to be 

processed in paraller in the next step, namely applying the clustering method with different parameters or 

algorithms. 

f. Clustering 

The duplicated dataset is previously processed through various clustering methods (or the same algorithm with 

different parameters). In the picture there are 6 clustering components: Clustering 2 to Clustering 6. Each works 

in parallel to produce groups (clusters) from the dataset based on their characteristics.  

g. Performance Evaluation 

After each clustering process, a performance evaluation is carried out. This evaluation measures the quality of 

clustering results using certain metrics, such as silhouette score, inertia, or other cluster validity.  

 

3.3 Model Evaluation 

Model evaluation is an important step to determine the effectiveness of a clustering method. In the figure, 

evaluation is carried out on several clustering models to compare their performance in parallel. The results of this 

evaluation will help select the clustering model with the best results based on appropriate metrics. 

Table 2 is the Davies Bouldin index, a clustering evaluation metric that assesses the quality of clusters based 

on the density ratio within clusters and the separation between clusters. A smaller DBI value indicates better clustering 

results. This metric is very useful in unsupervised analysis, but it is important to note its sensitivity to the number of 

clusters and data structure. The smallest Davies Bouldin value, namely 0.079, was obtained in the clustering model with 

the number of clusters k = 3. Therefore, the clustering model chosen was with k = 3 which shows the best grouping 

quality compared to other k values in the range k = 2 to k = 6. 

The Davies Bouldin index measures how good the resulting clusters are, where the value is more low indicates 

better cluster. This result is encouraging that the K-Means model has been evaluated and the user needs to check this 

Davies Bouldin value for determine the quality of the resulting clustering. 

Table 3 is data grouping clustering, which is a technique in data analysis which aims to group data into groups 

or clusters that have similarities based on certain characteristics or features. In data grouping, objects that have higher 

similarity to each other are placed in one group cluster, while objects that are different are grouped separately. Grouping 

the dataset with k = 3 produces three clusters, namely cluster 0 which consists of 68 data, cluster 1 which consists of 1 

data, and cluster 2 which also consists of 1 data. Shows the amount of data in each cluster for each k value.  
Table 2. Davies Bouldin value 

Number of Clusters Davies Bouldin Value 

2 0.488 

3 0.079 

4 0.511 

5 0.419 

6 0.498 

 

Table 3. Number of clusters for each K value 

Number of Clusters Data Grouping 

2 Group 0 : 2 data 

Group 1 : 68 data 

3 Group 0 : 68 data 

Group 1 : 1 data 

Group 2 : 1 data 

4 Group 0 : 63 data 

Group 1 : 1 data 
Group 2 : 1 data 

Group 3 : 5 data 

5 Group 0 : 59 data 

Group 1 : 1 data 

Group 2 : 6 data 

Group 3 : 1 data 
Group 4 : 3 data 

6 Group 0 : 36 data 
Group 1 : 1 data 

Group 2 : 3 data 

Group 3 :  1 data 

Group 4 : 26 data 
Group 5 : 3 data 
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Figure 6. Plot the results from Cluster 0, Cluster 1, and Cluster 2 

 

Figure 6 is a graph that depicts changes in Malang University student achievement data from various study 

programs, which are divided into three clusters, namely cluster 0, cluster 1, and cluster 2, showing changes in scores 

for each cluster from the period 2018 to 2022. The blue cluster (0) has the lowest number of achievements throughout 

that period. The green cluster (1) has the highest number of achievements and the best achievements compared to other 

clusters. Meanwhile, the red cluster (2) has a number of achievements with consistent improvement, this study program 

has quite good performance but is still below cluster 1. 

Table 4 is data that shows that most of the activities or numbers in study programs have started to encrease 

drastically since 2020, especially in cluster_1 and cluster_2. This indicates a significant change in the distribution of 

data or activity in that year, which may be related to external factors such as educational policies or development 

programs. Cluster_0 tends to be more stable, with a more moderate increase compared to other clusters. The results of 

this data grouping are based on attributes such as faculty and study program, with the clustering results divided into 

three groups: cluster_0, cluster_1, and cluster_2. The data covers the period 2018 to 2022 for each row, providing an 

idea of how data from various study programs and faculties are grouped according to certain patterns based on the 

attributes analyzed. 

 

3.4 Results Visualization 

Data visualization in K-Means clustering helps in understanding how the algorithm groups data based on 

similarities. This visualization makes it easy to see how data is distributed within clusters and how well they are 

separated. With proper visualization we can see what K-Means is clustering produces well-separated clusters. 

 
Table 4. Cluster results for each data 

Row Now. Fakultas Prodi Cluster 2018 2019 2020 2021 2022 

1 FEB S1 Pendidikan … Cluster_0 0 0 396 36 120 

2 FEB S1 Akuntansi Cluster_1 1 1 1562 473 4152 

3 FEB S1 Pendidikan … Cluster_2 0 0 722 285 1903 

4 FEB S1 Manajemen Cluster_0 0 0 707 61 339 

5 FEB S1 Pendidikan … Cluster_0 0 0 586 86 549 

6 FEB S1 Pendidikan … Cluster_0 0 0 266 18 78 

7 FEB S1 Ekonomi P … Cluster_0 0 0 421 24 251 

8 FEB D3 Akuntansi Cluster_0 0 0 69 18 0 

9 FEB D3 Manajemen … Cluster_0 0 0 35 7 7 

10 FIK S1 Pendidikan … Cluster_0 1 0 291 159 37 

… … … … … … … … … 

… … … … … … … … … 

70 FT D3 Tata Busana Cluster_0 0 0 0 1 0 
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Figure 7. Visualization of each study program 

 

Figure 7 is a line graph that depicts the amount of data for various study programs from 2018 to 2022. The 

graph presents the amount or identity of data per year for each study program and highlights data variations between 

faculties which are represented by different line colors. This figure makes possible to compare changes in the number 

or value of data between study programs in different years as well as examine differences between faculties. The peaks 

and troughs in this graph reflects changes that occur over time, with some courses having high scores in a given year, 

while others may be stable or experience little change. 

The following is Figure 8 to Figure 12, a graph that depicts data from various faculties for the period 2018 to 

the period 2022. Each line represents data from a different faculty and there are several different faculties and there are 

several faculties recorded for each year such as FEB, FIK, FIP, FMIPA, FPPsi, FS, and FT. Overall this graph appears 

to show a trend in the data, by faculty and year. For a more in-depth interpretation, it would be useful to know more 

about what this graph measuring (for example, student achievement in each study program and graduation) to provide 

more specific context. 

Figure 8 shows a graph of data for the 2018 period, with results mostly in the range 0 to 1000 for the majority 

of faculties. Several important points for 2018 can be seen as follows, the 2018 period shows scores in the low range, 

most faculties have results close to 0 to 1000. The faculty that has the highest score for 2018 is probably FEB 2018 with 

a score that looks greater than other faculties. Other faculties, such as FIK, FIP, FMIPA, and others, have much lower 

results, most of which are below 500. In general, 2018 shows significant differences between FEB and other faculties 

in this graph. 

 

 
 

           Figure 8. Visualization of study programs for the 2018  
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Figure 9. Visualization of study program for the 2019 

 

Figure 9 shows a graph of data for the 2019 period, which has relatively small fluctuations compared to 2018, 

and subsequent years. In 2019, most faculties had stable scores and were below 1000, without significant changes 

compared to other periods. Only a few faculties showed small improvements, while most remained consistent. Faculties 

that appear to stand out from other faculties may have a small spike, but it is not very significant when compared to 

other years (for example 2020 or 2021). 

Figure 10 shows a data graph for the 2020 period, which is the beginning of major changes for several faculties. 

Where several faculties, such as the faculty of Engineering FT and the faculty of Economics and Business FEB, 

experienced significant improvements, their scores, rose sharply compared to previous years. Meanwhile, other faculties 

such as FIK, FIP, and FIS seem to remain stable with relatively low scores, below 1000. Overall, the 2020 period shows 

the beginning of major changes for several faculties, especially with data spikes not seen in previous years, previous 

year. 

Figure 11 shows a data graph for the 2021 period, where the faculty of Engineering FT and the faculty of 

Economics and Business FEB experienced a significant increase, with FT reaching more than 3000 and FEB around 

2000. Several faculties, such as FMIPA and FIP, experienced growth stable with scores still below 1000. Meanwhile, 

other faculties such as FIK and FIS remain consistent with low scores, close to 0 to slightly above 100. Year 2021 marks 

major development for FT and FEB compared to other faculties 2021 shows a big increase in several faculties, especially 

FT and FEB which are leaders in the graph. Other faculties tend to grow slowly or remain stable with smaller values. 

 
 

 
Figure 10. Visualization of study program for the 2020 
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                 Figure 11. Visualization of study program for the 2021 

 

 
 

                 Figure 12. Visualization of study programs for the 2022 

 

Figure 12 shows graphic data for the 2022 period, where the faculty of Engineering FT continues to show 

significant improvement, reaching a score close to 5000, making it the faculty with the highest data on the graph, 

followed by the faculty of FEB which also continues its growth to close to 3000, occupying second place highest. Other 

faculties such as FMIPA and FIP grew steadily with scores below 1000, while FIK and FIS remained consistent with 

low scores, close to 0 to slightly above 100, FT and FEB will be the most prominent faculties in 2022.  

 

4. CONCLUSION 

The clustering model can be used to group data in a dataset. This grouping assists in decision-making, 

especially in determining groups that require policies or specific strategies to improve performance, so the initial data 

in the unfavorable group can be enhanced to enter a better group. Using an achievement dataset, students from 2018 to 

2022 resulted in 3 groups. Cluster 0 has the lowest performance throughout the year, with a slight increase but relatively 

stable with a value of 100. Cluster 1 has the highest number of achievements, especially in 2022, which shows a 

significant spike; this indicates that the study program has better achievement performance than the cluster other with 
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a value of 4.100. Meanwhile, Cluster 2 shows a consistent increase, with a spike in 2022 after experiencing a decline in 

2021; study programs in this cluster have pretty good performance but are still below Cluster 1 with a value of 1.900. 

For further research, add other factors, such as economic conditions or campus facilit ies, for a more in-depth 

analysis. Try other clustering methods to compare results. Analyze data over a more extended period to see trends more 

clearly. Evaluate the effectiveness of achievement improvement programs based on groups. Use interactive data 

visualization to facilitate understanding and decision-making. It is hoped that these suggestions can help research 

develop further and provide more significant benefits for the university. 
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