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 Data mining is critical in enabling organizations to derive reliable 
insights from data. Social welfare remains a significant challenge in 
Indonesia, particularly for people with disabilities, emphasizing the 
need for targeted strategies. However, developing research has not used 
natural characteristics according to disability problems. This study 
utilizes the K-Means Clustering algorithm to analyze and categorize the 
population of people with disabilities in East Java. The attributes 
include the type of disability, population size, and regional distribution. 
We employs a dataset from the East Java Central Bureau of Statistics, 
comprising 342 data points across eight attributes, including region, 
disability type, and year. The analysis involves data preprocessing, 
transformation, clustering, and evaluation using the Davies-Bouldin 
Index (DBI). The results identify two optimal clusters, achieving the 
lowest DBI score of 0.097, indicating high cluster quality. Cluster 0 
represents regions with fewer people with disabilities, while Cluster 1 
highlights areas with higher populations. These findings provide a 
foundation for developing more focused and inclusive welfare programs 
tailored to regional needs, enhancing the quality of life for people with 
disabilities. 
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1. Introduction 

Advances in information and communication technology (ICT) have brought significant changes in 
various aspects of life, including the management of social data for the welfare of the community [1]. Social 
welfare is one of the main goals of the Indonesian nation, as stated in the 1945 Constitution of the Republic 
of Indonesia [2]. However, until now, this goal has not been fully achieved. One of the main challenges is the 
existence of People with Social Welfare Problems (MSMEs), especially in urban areas. MSMEs can interfere 
with community comfort, social stability, and urban development [3].  

One of the significant groups in MSMEs is people with disabilities, namely individuals with special 
needs who have different characteristics compared to people in general, both in terms of physical, mental, 
and [4].  People with disabilities are a heterogeneous population, including individuals with physical, 
mental, or a combination of both [5]. In recent years, the increase in the number of people with disabilities 
in Indonesia, especially in East Java, requires data-based strategic handling.  

Previous research has shown the importance of a technology-based approach to social data 
management. The research of [6] stated that grouping data on persons with disabilities based on disability 
categories can help increase the effectiveness of service programs. The researcher of [7] noted that a 
technology-based approach can reduce inequality in the accessibility of social services for people with 
disabilities. Also, the research of [8] show that the K-Means algorithm is effective in grouping heterogeneous 
data in the social service sector. This is reinforced by [9] who note that grouping based on the K-Means 
algorithm can help governments design more targeted inclusive policies. Research by [10] adds that the 
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visualization of clustering data can support a deeper understanding of the distribution and needs of people 
with disabilities in various regions. 

This study aims to cluster the population of people with disabilities in East Java based on disability 
categories using the K-Means algorithm. This approach is expected to provide a more specific understanding 
of the needs of each group, thus supporting efficient and inclusive service program planning. Thus, the 
results of this grouping can be the basis for governments and related institutions to design data-driven 
policies that support equality, accessibility, and social inclusion. 

2. Research Methodology 

2.1. Data Collection 
Data collection in this research was carried out to obtain and analyze information related to the 

population with disabilities in East Java. The data used was obtained from the East Java Central Statistics 
Agency (BPS) from the link jatim.bps.go.id which includes records of the number of disabled people based 
on disability categories per district/city in 2019. The documents used include annual reports detailing 
disability categories, such as blind, deaf, physically disabled, mentally retarded , disabled, and disabled by 
former leprosy. This data is then processed using the RapidMiner application for further analysis. 

2.2. Data Processing 
The data processing in this research aims to group the population of people with disabilities in East 

Java based on disability categories using the K-Means Clustering method. The steps in the data processing 
include: 

a. Data Preparation 
Data collection was conducted using official records provided by the East Java Central Bureau of 
Statistics (BPS). The dataset contains information on the number of people with disabilities 
categorized by type, such as visually impaired, hearing impaired, physically disabled, and others, 
for each city/regency in 2019. The data was formatted in an Excel file (.xlsx) and imported into 
RapidMiner for further analysis. 

b. Clustering Process with K-Means 
In this phase, the number of clusters is determined (for example, k = 3) to represent specific 
categories of disabilities. The data is grouped based on the distance to centroids using the K-Means 
algorithm, continuing the iteration process until the results converge. 

c. Cluster Evaluation 
Once the clusters are formed, the quality of the clustering is assessed using the Davies-Bouldin 
Index (DBI). The best clustering model is selected by choosing the one with the smallest DBI value 
after conducting experiments with various numbers of clusters. 

d. Regional Analysis 
Following the formation of the clusters, analysis is performed to identify the characteristics of each 
region in East Java, focusing on the distribution of different disability categories across various 
areas. 

e. Clustering Results 
The results of the data processing categorize the population of people with disabilities into clusters. 
For instance, Cluster 1 represents regions with a high number of visually impaired individuals, 
Cluster 2 reflects areas with a combination of physical and intellectual disabilities, and Cluster 3 
highlights regions with other disability categories. 
These steps, from data collection to the evaluation of clusters, provide a comprehensive overview 

of the distribution of disabilities in East Java. This analysis plays a crucial role in helping local governments 
design more inclusive policies and programs based on this data-driven approach 

2.3. Clustering 
Clustering is a key method in data analysis used to group objects into specific clusters based on similar 

characteristics. In clustering, objects within the same cluster exhibit higher similarity compared to objects 
in other clusters [11]. These clusters are sequentially combined based on predefined criteria until all data 
points are grouped into one cluster or until a specific termination criterion is met [12]. 

Clustering is the process of grouping data points where the class attribute has not been previously 
described. Conceptually, clustering aims to maximize intra-cluster similarity while minimizing inter-cluster 
similarity. For example, a set of objects can be initially clustered into several groups, which are then refined 
into a more structured set, based on certain classification groups. Essentially, clustering results in a number 
of clusters (groups). Clustering refers to grouping records, observations, or entities that share similarities. 



JEECS (Journal of Electrical Engineering and Computer Sciences) 
Vol. 10, No. 1, June 2025, pp. 49-58 
e-ISSN: 2579-5392 p-ISSN: 2528-0260 
 

 
Available online: https://ejournal.ubhara.ac.id/jeecs |  51  | 

 

A cluster is a collection of records that are similar to one another, while being distinct from records in other 
clusters. Clustering attempts to partition the entire dataset into groups that have relatively high similarity, 
where the similarity within a cluster is maximized, and the similarity between records in different clusters 
is minimized [13]. 

2.4. Disability  
People with disabilities are citizens entitled to respect, protection, and fulfillment of their basic rights 

by the state. The human rights of people with disabilities are guaranteed by the Indonesian Constitution of 
1945 (UUD NRI 1945) and various regulations concerning disabilities. One of these rights is participation 
in efforts to prevent and protect against violence, particularly for women with disabilities [14]. 

2.5. K-Means 
The K-Means method involves determining and configuring the number of clusters to serve as centers 

or references in the data grouping process using the K-Means library [15]. Before applying the K-Means 
algorithm, the data must undergo preprocessing. K-Means is categorized as a partitioning clustering method 
that divides data into distinct segments. This algorithm is highly popular due to its simplicity and 
effectiveness in grouping large datasets while handling outliers [16]. 

From Figure 1, you can see the flow diagram of the K-Means method, which begins by determining the 
desired number of clusters. Once the number of clusters is decided, the next step is to determine the initial 
positions of the cluster centers (centroids). Then, the distance between each data object and each cluster 
center is calculated using the Euclidean distance formula to identify the shortest distance between each 
data point and the existing centroids. Based on this minimum distance, objects are grouped into the 
appropriate clusters. 

The cluster centers are then updated by calculating the average position of the objects within each 
cluster (the new centroid). If any objects need to be reassigned to a different cluster, the process is repeated. 
This iterative process continues until convergence is achieved. The following are the steps of the K-Means 
algorithm used:   

• Determine k as the number of clusters to be formed. 
• Randomly determine the initial k centroids. 
• Calculate the distance of each object to each centroid of the clusters using the Euclidean Distance 

method, as shown in equation (1): 

𝑑𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛(𝑦, 𝑥) = √∑(𝑥1 − 𝑦1)
2

𝑛

𝑖=1

 (1) 

• Assign each object to the closest centroid. 
• Perform an iteration, then determine the new centroid position using equation (2): 

𝐶 =
∑𝑚

𝑛
 (2) 

where : 

𝐶 ∶ centroid of the data 
𝑚: members of the data that belong to the closest cluster 
𝑛 ∶ the number of data points that are members of a specific cluster. 

• Repeat Step 3 if the new centroid positions are not consistent. 

2.6. Davies-Bouldin Index (DBI) 
The Davies-Bouldin Index is a method used to measure the validity of clusters in the clustering process. 

Cohesion is defined as the total closeness between data points and the cluster center within the respective 
cluster. 
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Figure 1. K-Means Flowchart 
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The Davies-Bouldin Index (DBI) was introduced by David L. Davies and Donald W. Bouldin in 1979. It 
is another metric for evaluating clustering algorithms. This index is defined as the average similarity 
measure between each cluster and the most similar cluster. Similarity is the ratio of within-cluster distance 
to between-cluster distance. The minimum value of DBI is 0, and a smaller value (closer to 0) represents a 
better model that produces better clusters [17].  

The Davies Bouldin index (DBI) formula is used to assess the quality of clustering results. This index 
measures the extent to which clusters are separated from each other and the extent to which they are dense. 
The lower the DBI value, the better the clustering results (clusters are denser and more clearly separated). 
The following is the formula for calculating the Davies-Bouldin Index in a clustering [18]. 

𝐷𝐵𝐼 =
1

𝑘
∑

𝑚𝑎𝑥
𝑖 ≠ 𝑗

𝑘

𝑖=1

(
𝑑(𝑐𝑖 , 𝑐𝑗)

𝑎𝑖 + 𝑎𝑗
) (3) 

where :  
• K is the number of clusters.  
• ai is the size (density) of cluster i, usually calculated as the average distance between each point in the 

cluster and the cluster center (centroid).  
• d (ci,cj) is the distance between cluster centers ci and cj.  
• Max i=j that we look for pairs of clusters that have the maximum ratio between density and distance 

between centers.  
Explanation:  
• This formula calculates the DBI value by adding up the maximum value of the ratio of the distance 

between cluster centers to the number of standard deviations for each different pair of clusters.  
• Lower DBI values indicate better clustering. 

2.7. Research Flow Diagram 
In this research, the methodology flowchart is used to clearly and systematically depict the steps 

involved, from data collection to result visualization. This flowchart provides an overview of the research 
process, which involves various stages in data processing and the application of the K-Means Clustering 
method. 
The following are the stages involved in the research methodology: 

1. Data Collection 

The first stage involves collecting data, which is done by accessing information available from the 

Indonesian Central Statistics Agency (BPS). This dataset includes the number of people with 

disabilities based on disability categories in East Java in 2019. It serves as the foundation for further 

analysis to identify patterns among the disabled population. 

2. Data Processing 

Once the data is collected, it undergoes processing in the next stage. This step involves validation and 

pre-processing to ensure the dataset is free from missing values and inconsistencies. By ensuring data 

quality, this stage lays the groundwork for accurate analysis. 

3. Data Transformation 

In this stage, the disability categories are converted into numerical form so they can be analyzed using 

the K-Means Clustering method. This step is critical because K-Means requires numerical data to 

compute distances and create clusters. 

4. K-Means Application 

This stage involves applying the K-Means Clustering algorithm to group the data based on disability 

categories. The number of clusters (K) is determined beforehand, representing different disability 

groups. The algorithm iteratively adjusts the cluster centroids until they stabilize. 

5. DBI Evaluation 

After forming the clusters, their quality is evaluated using the Davies-Bouldin Index (DBI). A lower DBI 

value indicates better cluster compactness and separation, which helps determine the optimal clusters. 

6. Result Visualization 

The final stage is result visualization, where the clustering outcomes are displayed in graphical forms, 

such as scatter plots. This provides a clear representation of the distribution of disability clusters 

across different categories. 

The Figure 2 is the flowchart that depicts these stages. 
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Figure 2. Research Methodology Flowchart 

3. Results and Discussions 

3.1. Data Selection 
The dataset used in this study consists of 342 entries, with attributes including No, Province Name, 

City/District Name, Disability Category, Population Count, Unit, and Year. These attributes form the basis 
for the clustering analysis. The data was sourced from the official website of Statistics Indonesia (Badan 
Pusat Statistik Indonesia), which provides comprehensive information on people with disabilities in East 
Java, ensuring its relevance and accuracy.  The dataset is presented in Table 1. 

This dataset includes key metrics such as disability categories, population per category, and the year 
of data collection. All entries have been confirmed to contain no missing values for crucial columns such as 
"Number," "Province Name," "City/District Name," "Disability Category," "Population," "Unit," and "Year." 
The absence of missing data indicates that the dataset is clean and complete, ready for further analysis 
without additional data processing. The result is presented in Table 2. 

Table 1. Data Import in the Read Excel Operator 
No 
 

Province  
(Polynominal) 

City 
(Polynominal) 

Disability Category 
(Polynominal) 

Population 
(Integer) 

Unit 
Polynominal) 

Year 
Integer) 

1 Jawa Timur Pacitan Penyandang Cacat 171 Jiwa 2019 
2 Jawa Timur Pacitan Tunanetra 132 Jiwa 2019 
3 Jawa Timur Pacitan Tunarungu 114 Jiwa 2019 
4 Jawa Timur Pacitan Tunawicara 117 Jiwa 2019 
5 Jawa Timur Pacitan Tunarungu-Wicara 114 Jiwa 2019 
6 Jawa Timur Pacitan Tunadaksa 153 Jiwa 2019 
7 Jawa Timur Pacitan Tunagrahita 142 Jiwa 2019 
8 Jawa Timur Pacitan Tunalaras 91 Jiwa 2019 
9 Jawa Timur Pacitan Cacat Eks Sakit Kusta 14 Jiwa 2019 
10 Jawa Timur Ponorogo Penyandang Cacat 306 Jiwa 2019 
… … … … … … … 
… … … … … … … 
342 Jawa Timur Kota Batu Cacat Eks Sakit Kusta  0 Jiwa 2019 

 
Table 2. Data in the Set Role Operator 

Row 
No. 

Province  
 

City Disability Category Population Unit 
 

Year 

1 Jawa Timur Pacitan Penyandang Cacat  171 Jiwa 2019 

2 Jawa Timur Pacitan Tunanetra 132 Jiwa 2019 

3 Jawa Timur Pacitan Tunarungu 114 Jiwa 2019 

4 Jawa Timur Pacitan Tunawicara 117 Jiwa 2019 

5 Jawa Timur Pacitan Tunarungu-Wicara 114 Jiwa 2019 

6 Jawa Timur Pacitan Tunadaksa 153 Jiwa 2019 

7 Jawa Timur Pacitan Tunagrahita 142 Jiwa 2019 

8 Jawa Timur Pacitan Tunalaras 91 Jiwa 2019 

9 Jawa Timur Pacitan Cacat Eks Sakit Kusta 14 Jiwa 2019 

10 Jawa Timur Ponorogo Penyandang Cacat  306 Jiwa 2019 

… … … … … … … 

… … … … … … … 

342 Jawa Timur Kota Batu Cacat Eks Sakit Kusta 0 Jiwa 2019 
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Figure 3. Data Preprocessing Results 

This table shows the dataset after role assignment, ensuring that the attributes have been correctly 
grouped for the clustering process. Variables such as "Disability Category" and "Population" were 
specifically adjusted for analysis, providing the necessary data for clustering. 

3.2. Data Preprocessing 
In the data processing step, the dataset was evaluated to ensure no missing values. All critical columns 

were confirmed to be complete, eliminating the need for further data cleaning. Attributes like "Disability 
Category" and "Population" are crucial for the analysis, with the former used to group individuals with 
disabilities by type, and the latter providing the population distribution across regions. These attributes 
were processed to prepare the dataset for clustering analysis. 

The dataset is already complete, which eliminates the need for imputation or deletion of missing data, 
making it highly suitable for clustering analysis. The next step in data processing involves converting 
categorical variables into numeric forms, as clustering algorithms require numeric data. The result is 
presented in Figure 3. 

3.2. Data Transformation 
The Data Transformation process involved using the Normalize and Nominal to Numerical operators 

to prepare the data for clustering analysis. The "Population Count" attribute was normalized to ensure 
consistency across the dataset, making it suitable for K-Means clustering. The Nominal to Numerical 
operator was used to convert categorical variables, such as "Disability Category," into numerical values, 
allowing the clustering algorithm to process them effectively. Table 3 below shows the transformed dataset, 
where categorical data has been converted into numerical values, making it compatible with the clustering 
process. 

 
Table 3. Results of the Nominal to Numerical Operator 

Row 
No. 

Province City 
Disability 
Category 

Population Unit Year 

1 0 0 0  0 171 2019 

2 0 0 1 0 132 2019 

3 0 0 2 0 114 2019 

4 0 0 3 0 117 2019 

5 0 0 4 0 114 2019 

6 0 0 5 0 153 2019 

7 0 0 6 0 142 2019 

8 0 0 7 0 91 2019 

9 0 0 8 0 14 2019 

10 0 1 0 0 306 2019 

… … … … … … … 

… … … … … … … 

342 0 37 8 0 0 2019 
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3.3. Data Mining Model 
The clustering process utilized the K-Means algorithm, where the number of clusters (K) was 

determined through evaluation using the Davies-Bouldin Index (DBI). After running tests with K ranging 
from 2 to 10, the optimal value of K was determined based on the lowest DBI value, which indicated the best 
clustering performance. The clustering test scenario is presented in Figure 4. 

3.4. Evaluation 
Evaluation was conducted using the Davies-Bouldin Index (DBI), which measures the compactness and 

separation between clusters. A lower DBI value indicates better clustering results. The analysis revealed 
that K=2 provided the lowest DBI, indicating that two clusters represented the dataset's structure more 
effectively. In this study, evaluation was performed using the Davies-Bouldin Index (DBI) as a measure of 
clustering quality. DBI assesses the quality of clusters formed by considering the distance between clusters 
and intra-cluster distance. Table 4 presents the DBI values for each tested cluster count. 

The DBI value serves as a useful metric for assessing clustering quality. A lower DBI value indicates 
better clustering results. This study found that K=2 yielded the lowest DBI, indicating that this clustering 
model was the most optimal. 

 

 
Figure 4. Data Mining Model 

 
Table 4. DBI Values for Each Number of Clusters 

Cluster DBI Value 
K2 0.097 
K3 0.110 
K4 0.125 
K5 0.140 
K6 0.157 
K7 0.156 
K8 0.153 
K9 0.149 

K10 0.160 

 
Table 5. Clustering results 

Cluster Data Grouping 
2 Group 0 : 171 data 

Group 1 : 171 data 
3 Group 0 : 117 data 

Group 1 : 108 data 
Group 2 : 117 data 

4 Group 0 : 90 data 
Group 1 : 81 data 
Group 2 : 91 data 
Group 3 : 90 data 
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5 Group 0 : 72 data 
Group 1 : 72 data 
Group 2 : 63 data 
Group 3 : 72 data 
Group 4 : 63 data 

6 Group 0 : 54 data 
Group 1 : 54 data 
Group 2 : 63 data 
Group 3 : 54 data 
Group 4 : 63 data 
Group 5 : 54 data 

7 Group 0 : 54 data 
Group 1 : 54 data 
Group 2 : 34 data 
Group 3 : 54 data 
Group 4 : 58 data 
Group 5 : 34 data 
Group 6 : 54 data 

8 Group 0 : 33 data 
Group 1 : 54 data 
Group 2 : 31 data 
Group 3 : 37 data 
Group 4 : 54 data 
Group 5 : 48 data 
Group 6 : 53 data 
Group 7 : 32 data 

9 Group 0 : 54 data 
Group 1 : 40 data 
Group 2 : 37 data 
Group 3 : 36 data 
Group 4 : 34 data 
Group 5 : 37 data 
Group 6 : 35 data 
Group 7 : 34 data 
Group 8 : 35 data 

10 Group 0 : 33 data 
Group 1 : 36 data 
Group 2 : 42 data 
Group 3 : 36 data 
Group 4 : 28 data 
Group 5 : 33 data 
Group 6 : 33 data 
Group 7 : 38 data 
Group 8 : 27 data 
Group 9 : 36 data 

 
The testing was performed using DBI on two clusters with a total of 342 data points. The results 

showed an average centroid distance of 6.117, with an average intra-cluster distance of 6.116 for cluster_0 
and 6.119 for cluster_1. The DBI value obtained from measuring the distance between points within clusters 
was 0.97. The clustering result is presented in Table 5. 

From the evaluation results, the lowest DBI value was achieved at K = 2, with a score of 0.097. This 
value is close to zero, indicating that two clusters provided the most optimal and distinct grouping of the 
data. Therefore, the clustering model used in this study was conducted with two clusters. 

3.5. Results Visualization 
The clustering results were visualized using a scatter plot, shown in Figure 5, where each point 

represents a district or city. The vertical axis indicates the population of individuals with disabilities, and 
the clusters are distinguished by color. Cluster 0 (blue) represents districts with a lower population of 
individuals with disabilities, while Cluster 1 (green) shows areas with higher concentrations of individuals 
with disabilities. 
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Figure 5. Scatter Bubble Visualization of Clustering Results 

Figure 5 illustrates the visualization of clustering results in a scatter bubble plot. Each point represents 
a district or city, with the vertical axis showing the population of individuals with disabilities. In this graph, 
the clusters are divided into two groups: Cluster 0 and Cluster 1. Cluster 0 (depicted in blue) represents 
areas with lower populations of individuals with disabilities. This cluster includes 19 districts/cities, such 
as Pacitan, Ponorogo, Trenggalek, Tulungagung, and others. Cluster 1 (depicted in green) represents areas 
with higher populations of individuals with disabilities. This cluster also includes 19 districts/cities, such 
as Magetan, Ngawi, Bojonegoro, Tuban, and others. This visualization simplifies the observation of patterns 
in the distribution of individuals with disabilities in each region, allowing for the identification of 
districts/cities with higher and lower numbers of individuals with disabilities. 

4. Conclusion 

The application of the K-Means algorithm in grouping data on people with disabilities in East Java has 
shown its effectiveness in identifying areas based on the number of people with disabilities, resulting in two 
main groups, namely areas with a low number of people with disabilities and areas with a higher number, 
with an optimal configuration at K = 2 which was achieved through the lowest Davies-Bouldin Index (DBI) 
value with a value of 0.097, indicating good cluster quality; These findings provide a valuable basis for the 
government and related agencies to design inclusive programs that are more targeted according to the 
needs of people with disabilities, especially in areas with high concentrations, so as to improve their welfare, 
inclusion and social participation, while providing deeper insight into population distribution. people with 
disabilities to support the development of effective and adaptive policy strategies in the future. 

While key suggestions include a focus on interventions in high concentration areas, further research 
to include demographic factors such as age and type of disability, close collaboration with local 
organizations to create more relevant programs, and regular monitoring and evaluation to ensure the 
sustainability and effectiveness of such programs. 
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