Journal of Electrical Engineering and Computer Sciences ISSN: 2528-0260
Vol. 3 No.2, December 2018 P.467-478

SHOES SALES FORECASTING USING AUTOREGRESSIVE
INTEGRATED MOVING AVERAGE (ARIMA)
(CASE STUDY UD.WARDANA MOJOKERTO)

'ACHMAD KIKI QUSHAYRI WAHYU KUSUMA, *EKO PRASETYO, *RIFKI FAHRIAL ZAINAL
Informatic Engineering, University of Bhayangkara Surabaya
Email: kikiachmad50@gmail.com, eko@ubhara.ac.id, rifki@ubhara.ac.id

ABSTRACT

Shoes sales is increase of day by day along with growing trend in the society. This makes shoe
manufacturers demand to fulfill the customer needs. UD. Ward as one of the shoe manufacturers in Mojokerto
city trying to fulfill the customer needs efficiently in order that the make sales fit with production. To predict
sales of shoes used Autoregressive Integrated Moving Average (ARIMA) method. ARIMA forecasting method is
one of methods that According to historical data. Before go into the forecasting stage, differentiated the sales
data per day during the year 2015-2016 ACF and PACF formula used Whose function is to Determine the value
of p and q coefficient of the which will later be used in forecasting models in every formula that is AR , MA and
ARMA. Result of this research shows that for the marching band category Obtained the best models that is MA
with forecasting the result at the last period of 95.6432 and MSE of 472.4514. Obtained fashion category for the
best models of forecasting that is AR with the result at the last period of 57.1872 and MSE of 304.8306. Obtained
category for the best wedding that is AR models with forecasting the result at the last period of 21.4206 and MSE
of 118.0681.
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L INTRODUCTION

Every day people always do a routine activity such as work or study. Most of them definitely use shoes
as a footwear. In addition to being more polite, have a diverse models of shoes that suits the tastes of its users.
Currently the shoe manufacturers are competing for the make an attractive models with a affordable prices for
satisfying consumer needs. UD. Ward is the one of shoe manufacturers in the Mojokerto City.

Shoe production at UD. Ward is erratic every month. There is 3 types of shoes that produced that is
shoes for marching bands, wedding, and fashion. Consequences of the uncertainty of this production cause
problems like a sales Several some shoes that were not sold or otherwise stock of shoes ran out while there were
consumen needed it. One of the method for forecasting the shoes sale is an ARIMA method.

ARIMA method is an one of a method for forecasting. ARIMA method (Autoregressive Integrated
Moving Average) is a forecasting method with a series of past using the data that is used to observe your an
incident, event, or a variable in the data. This method is firstly made by George Box and Gwilym Jenkins for
periodic series analysis. ARIMAis formed from three methods there is AR (autoregressive), MA
(MovingAverage), and ARMA (Autoregressiveand Moving Average). The advantages onARIMA method is can
be used for analyze the random situations, trends, seasons even cyclical nature in a time series Analyzed.

Based on the description above this research is conducted to apply ARIMA forecasting method for
product sale shoes. Therefore an application was made entitled "Shoes Sale Forecasting Using Autoregressive
Integrated Moving Average (ARIMA) Method" to make it Easier for shoes manufacturers forecast or estimate for
the product to suit with a consumer needs.

1I. BASIC THEORY
2.1 forecasting

Based on the opinion from Jay Heizer and Barry Render (2001), forecasting is an art and science to
predict a future events by taking a historical of data and projecting to the future with using Several forms of
mathematical models.

Based on the Lerbin R. Arita R. (2002) opinion, forecasting is an activity of applying models that have
been developed in the future.
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Based on the then Sumayang (2003) opinion, forecasting is an objective calculation with using past data
to Determine something in the future.

From the above understanding can be concluded that forecasting is an activity to Determine something
in the future with models or using a particular method is based on the data or past historical data.

Based on the method or approach, forecasting is divided into 2 there is quantitative forecasting, using
mathematical models or statistical models and historical or causal variables of data to forecast demand. And
qualitative forecasting, using intuition, personal experience and based on opinion (judgment) from Reviews those
who do the forecast.

2.2 Autoregressive Integrated Moving Average (ARIMA) Method

The time series of data can be used to analyze the patterns of the data that will be needed in forecasting
in the future. One method used to forecast time series of data is ARIMA. ARIMA is a method that produces
predictions based on the synthesis of historical patterns of data (Arsyad 1995). ARIMA has several advantages
items, namely, easy in the formation of the models, faster in the model building, no need for training such as
ANN (Artificial Neural Network), the results are Easily interpreted, Because The models coefficients are known,
so it can be seen the influence of each predictor on the output of the model (Hagen 2006). ARIMA has a fairly
high level of forecasting accuracy Because after experiencing the level of measurement of forecasting errors
MAE (Mean Absolute Error) the value is close to zero (Francis and Hare 1995).

ARIMA (Autoregressive Integrated Moving Average) is a models developed by George Box and
Gwilyn Jenkinson the which is applied for time series analysis and forecasting of data, so this is a model Often
Referred to as the Box-Jenkins models. ARIMA is a technique to find the most suitable pattern from a group of
the data (curve fitting), by making full use of past and present the data for accurate short-term forecasting
(Pankartz 1983). This method can be used only on stationary time series of data (Pankratz 1983). This method
consists of three steps items, namely the model identification, parameter estimation, and forecasting (Pankratz
1983).

The ARIMA models is a combination of the autoregressive (AR) models and the Moving Average (MA)
models with the Data having a differencing process (differentiation) as many times as d. Regression usually
connects two different variables, but for Autoregressive (AR) regression is done to itself or connects the previous
values to the variable itself, while the Moving Average (MA) models is one of the simple technical analysis
methods by looking for moving averages from a variable over a period of time that is affected by errors or
residuals at present and in the past.

2.3 Autocorrelation Function (ACF)

According to Makridakis, Wheelwright & Hyndman, (1998). ACF is a determinant of identification of
archetypes that describe the data that can also identify the data that has stationary, random, and seasonal
properties. ACF Explains how much the data correlation is sequential in the time series. Here are the steps of
ACF:

1) ACF sample value at k lag:
DN B A

. —2
1=p (Xi-X)

ACF (k)= - (D)

- _ L X

X_—n-h+1 ..(2)
information:
rk : ACF sample value at lag-k
xt: Periodic series value at time t
b : Differencing order

X : The data average
n : Amount of the data
k :Time lag
2) ACF error standard value (SACF) at lag k:

142 yK 2
SACF (Stk) = ... (3L Zer
n-b+1
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information:
srk : ACF standard error values

3) ACF value (TACF) at lag k:
TACF (trk) = ... (4)S’—k
Tk

information:
trk: Statistical value of ACF

24 Partial Autocorrelation Function (PACF)

The partial autocorrelation coefficient measures the closeness level of the relationship between Xt and
Xt-k while the effect of time lag is 1,2,3, .., k-1 is Considered constant. In other words, the partial
autocorrelation coefficient measures the degree of the relationship between current values and previous values
(for A Certain time lag), while the influence of other variable time lag is Considered constant values. Following

are the steps of PACF:
1) PACF sample value at k lag:
rj— Zj{:][ ity

rk_/. }
Lkl
RSNy

PACF (RKK) ... (5) ={

information:
RKK: PACF sample value at lag-k
rk : ACF sample value at lag-k
2) PACEF error standard value (SPACF) at lag k:

SPACF (Stkk) ... (6)= —

(n-b+])
information:
Srkk : PACF standard error values
n: amount of the data
b: differencing order
3) PACEF value (TPACF) at lag k:

TPACEF (trkk) ... (7)= Sﬂ
ke

information:
trkk: Statistical value of PACF

2.5 AR (autoregressive) Method

The AR models is a models for predicting Xt past as a function of the data namely t-1, t-2, ..., tn. The

AR model of equation can be written as follows (Wei, 1990):
xt =p+@Xt-1 +@,Xt-2 + .. +@,Xt-p + et ...(8)

information:

xt : Data at-t

M constanta

ﬂp : Autoregressive parameters at-p
et: Error value

Estimation of autoregressive parameters can be used matrix multiplication method. Following is the

formula of the matrix multiplication:
B =(Z'2)1Z'Y..09)

Xp X};+1
z=|! X’f“ ;Y= X”:” ; B=
1 Xn—] Xn
information:
Xp : Data at-p

U

%51 . (10)

By
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: Amount of the data
: Parameter estimation
. constanta
), : Autoregressive parameters at-p

QT ™

2.6 MA (Moving Average) Method

In the order of q, it states that a model of the which is a distortion of past observations with observations
of t-time. The function form of the equation for the MA models in order (q) is (Wei, 1990):
Xt=pu+et-Olet-1+ O2et-2 ... + Oget-q... (11)

information:
U constanta
6g: moving average parameter at-q
et : Error value-at-t
Estimation of MA parameters can be determined by the matrix multiplication method. The following
formula of the matrix multiplication method:
B=(Z'2)1ZY..(12)

1 Xq' q+l1 Xq+] H

7= ] Xq+1' q+2 Y= quz ; ﬁ= (221 .. (13)
1 Xn—I_Xn Xn Q)P
information:
Xgq: Data at-q

n : Amount of the data

B : Parameter estimation

U constanta

6g: moving average parameter at-q

2.7 ARMA (Autoregressive and Moving Average) Method

According to Hanke and Wichern (2009), the ARMA method of the order p and q (AR (p) and MA (q))
is a combination of the Autoregressive and Moving Average models. Here's the equation from the ARMA
models:
Xt =pu+ OI1Xt-1 + D2Xt-2 + ... + OpXt-p + et -Olet-1 + O2et-2 ... + Oget-q... (14)

information:

xt : Data at-t

U :constanta

op : Autoregressive parameters at-p
Og: Moving average parameter at q
et : Error value-at-t

2.8 Error Calculation

Error calculation is used to test the forecasting errors in the ARIMA method. There are Several ways to
test Reviews These errors, one of the which is using the MSE (Mean Square Error). The MSE models is
calculated by summing the squared individual errors and dividing them by the number of observations. The
following is the formula from MSE:

2
MSE= 2 (15)

information:

n: amount of the data

xt : Periodic the data values
X,: Forecast value models
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1. SYSTEM ANALYSIS AND SYSTEM DESIGN
31 Analysis

This system analysis stage has the task of defining the system problems, analyzing system requirements
and related elements needed in the process of forecasting sales shoe using the ARIMA method According to
consumer needs.

3.2 problem Analysis

Most people use every day shoes as footwear to do activities like work. For this reason, shoe
manufacturers always try to create and produce shoes to meet consumer needs.

Erratic footwear production every day makes producers Often experience problems in terms of sales.
For example, when sales are going up, but the stock of shoes available is small, and vice versa when sales are
decreasing, some shoes stock is still very much. The problem is Because producers can not estimate the sales that
will occur in the future, as a result they are less precise in producing shoes.

By utilizing the Autoregressive Integrated Moving Average or ARIMA method, a shoe sales forecasting
application can be made that can help shoe manufacturers to estimate sales in the next period. With this
application, it is expected that shoe production can be Carried out efficiently.

33 Data Analysis
The Data used in this study Came from the sales of data of one of the shoe manufacturers in the city of
Mojokerto items, namely UD. Ward that has three categories: marching band, fashion and marriage. Each of the
categories Reviews These amounted to 731 Data Obtained over 2 years (daily) from 2015 and 2016. The
following are examples of 12 the data of shoe of data taken from January 2015:
Tablel training Data

Category
LD date | month | Drum | fashion | Marriage
at-
band
1 1 95 53 32
2 2 70 34 25
3 3 93 15 14
4 4 64 37 18
5 5 87 50 30
6 6 . 120 73 21
7 7 | 1A s 41 15
8 8 95 30 18
9 9 62 52 28
10 10 87 60 10
11 11 118 26 17
12 12 74 12 25

From the table above, it can be taken an example that in January 1, the Data Obtained were shoes for the
marching band category of 95 pairs, the fashion category was 53 pairs and the wedding category was 32 pairs.
The period of data is taken up to the 12th of data only as an example.

34 Flowchart of System Design

The overall flow chart of the system is a description of the processes related to the running of the
system. This flow chart will show the stages of the ARIMA method used in the system. Here is a picture of the
system flow diagram:
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Input Data
Shoes Category

Calculating Forecast and
MSE AR

v

Calculating Forecast and
MSE MA
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Calculating Forecast and
MSE ARMA

. '

Calculating Parameter of
(AR, MA, ARMA) Model

Calculating ACF

Calculating PACF

Determine smallest MSE

( )4 Displays Final
DD 2 / Forecasting Result

figure 1 ARIMAmethod Flowchart

From the flowchart image above it can be seen that the initial stage is to enter the shoe of data to be
processed. After that the the data is processed by calculating the ACF, PACF, and Determining the models
parameters. Then the system will calculate the forecasting of each models. After Obtaining the forecasting results
for each models, the models with the smallest MSE value is selected. The smallest MSE models is the final result
of the ARIMA forecasting.

3.5 context Diagram
Context Diagram is a general description of the system, context diagram system in this final project can
be seen in Figure 2:

Data shoes

>

ARIMA
METHOD
FORECAST

ADMIN

forecasting Result

figure 2context Diagram
The explanation of this context diagram in the system is that only one party has the right to use the
application system items, namely admin. This admin manages the entire system from the data input to the
generating forecasting.

3.6 Data Flow DiagramLevel 1
This DFD level is the next process of the context diagram, in this level of the Data is explained in more
detail, DFD Level 1 on this system can be seen in Figure 3:
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1
Calculating
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n Process

Shoes Datar

Admin

Differentiation Result
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Result
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Determine
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Valwelnfo ___________ pifferentiation Value—Diff Value

Parameter
Process

3
Forecasting
Process

Forecasting Parameter Value Resul

figure 3DFD Level 1

3.6.1 Data Flow DiagramLevel 2 (Calculating Differentiation Process)
This DFD level is the next process of DFD Level 1, in this level of the Data is explained in more detail,

DFD Level 2 in this system can be seen in Figure 4:

1.2
Calculate
PACF
SPACF
TPACF

1.1
Calculate
ACF
SACF
TACF

Admin  —Data

ACF
SACF
TACF
Result Value

ACF,SACF, TACF ValuJ Result

Differentiation Value

figure 4DFD Level 2 (Calculating Differentiation Process)

3.6.2 Data Flow DiagramLevel 2 (Determine Forecasting Process Parameters)

. A Differentiation Value . .
Differentiation Value Differentiation Value

Differentiation Value

22 23

Calculate

2.1

Calculate
ARMA Model
Process

Calculate
AR Model
Process

MA Model
Process

Result Result Result
AR Value MA Value ARMA Value
T
MA Value
24
AR Value Calculating ARMA Value
MSE

Process

Result

Result

figure SDFD Level 2 (Determine Forecasting Process Parameters)
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3.6.2 Data Flow DiagramLevel 2 (Forecasting Process)

MSE MA Value

MSE MA

3.1
Comparison
Process

MSE AR Value ——MSE AR- MSE ARMA—MSE ARMA Value

Forecasting Result

Admin

figure 6DFD Level 2 (Forecasting Process)

3.7 Entity Relationship Diagram (ERD)

ERD is a models to explain the relationship between the data in a database based on the basic data
objects that have relationships between relations. ERD to the model the data structures and relationships between
the data, to describe them are used some notations and symbols.

ERD design in this case Explains the relationships between attributes where this attribute will be used
for calculation in the ARIMA (Autoregressive Integrated Moving Average) method, Including shoe types and
others. For more details will be explained in Figure 7 below:

Shces | - Sales

figure 7ERD diagram

Iv. SYSTEM IMPLEMENTATION
4.1 interface Implementation
Interface implementation is a form or menu in a system. The form or menu consists of:
a) Main page
b)  Master Data page
¢) Data Form
d)  First Process Form
e)  ACF Process Form
f)  SACF Process Form
g)  PACF Process Form
h)  SPACEF Process Form
i)  ARIMA AR Process Form
i) ARIMA MA Process Form
k)  Final Result Form
1)  graph Form
As for one menu display on the application:
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Meny Tarptang

APLIKASI PERAMALAN PENJUALAN SEPATU MENGGUNAKAN METODE ARTMA

5 Berands Masiez Data 4, Perhinungan I Cirdik () Eetear

GRAFIK HASIL PERAMALAN ARIMA

e
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74 28000

Harsl Peramalan

10115650
74 38470
8262510
7415100
85 26170

ar 6230
BOE7AT0
10200730
7545290 L
4759710

figure 8 graph Form

V. TESTING AND DISCUSSION
5.1 Testing

The previous chapter has explained the implementation of the online shoe sales forecasting with
ARIMA method of data daily from 2015 to 2016. Previously UD. Ward had never shoe sales forecast for the next
period, using past data. They only focus on production According to consumer demand without taking into
account the possibility of subsequent sales. After applying the system using the ARIMA forecasting method, the
forecast results for the following year are Obtained.

The following is the test results from the marching band category of data using the ARIMA method:

Menu Tantang

i | APLIKASI PERAMALAN PENJUALAN SEPATU MENGGUNAKAN METODE ARTMA
=/

(2 Berants Master Data 4}, Perhitusgan | Gralk () Fehur
5]
Perhitangan ARIMVA
| Dot | Broses 1 | acF [ aack [ spack | pack [ anmaas | arsaus [ Hasibasin
HASTL AEHIR
| # Prosss | | i Simpan
PERIOOE | DATA | ACF SACF TACF PAGF SPACF | TPACF  ARIMAAR ERROAAR | ARIMAMA  ERFROR MA, | ARINA ARMA, ERROR
T TZF - - T - - LEL-E-1 = B L S T SN AT B LA F il
715 101 13204 -9.6572 144.0002 -43009p
740 102 3 13,4507 144 9481 42944
nr = 120341 1452908 58 206
T8 125 {7 147 1509
718 104 1122989 -5.2999 1438195
720 L+ 892238 27761 52514
721 128 947788 310711 18202
131 105 1098954 & B354 M3
LrE] 134 LUR Fal 43070 144 001 10001
T2 116 an 1412468 -23 246
725 100 50408 1415686 -41 660
726 8 1428927 -50892
737 75 1457808 7.788]
e ] BT14TH 1492354 99 334
728 53 -20.037 748812 1532483 -70. 249
730 102 116636 -14.636 97,3643 1515511 48551k
] 50 1239623 338528 858432 143.5806 -58 580/ %

figure 9Drumband Category Forecasting Result
From the results of the forecasting calculation above, then the smallest MSE is determined for the
marching band category the which will be the final result of forecasting. The following is the smallest MSE result
display for the marching band category:
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Meru Testang
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figure 10The Smallest MSE for Drumband Category

Based on the results above, the smallest MSE falls in the MA models of 472.4514. So the MA models
Becomes the final result of the forecasting of the marching band category. From the final results can be seen
through the graph as shown below:

Miany Tensang

e

APLIEASI PERAMALAN PENJUALAN SEPATU MENGGUNAKAN METODE ARIMA

Maerm
1 Berania Masier Daia 4 Prchitungan | Grflk ) Kol
=]
Terakhis Main Cleart
PERICDE | TANGEAL | DATA | ARSMAMA GRAFIK HASIL PERAMALAN ARIMA
06 261208 ar 11054780 .
o 20ME-12-10 85 B6.61560 r
m ZME-12-11 120 82604560
712 261212 113 116.80480
T3 1213 B a1 40830
714 2ME-12-14 123 BRITEDD
715 11085720
716 B0.54930
7 100.03430
e B6BTO8
bal:] 112.29890
T20 a8.223%0
™ 9472890
722 109 82540
123 20M6-12-23 134 2092100
724 20M6-12-24 118 11476000
125 S 100 8495940 *1E
726 ] a4 95.85440 204
728 ] 50 87 . ) |
729 1 a 83 7488
T30 2016-12-30 102 9738430 b
N 2016-12-31 a0 95.64320 v
| Al Tampian Gratk o
£l
figure 11Final Result Drumband Category Graph
5.2 Result Discussion

Based on the picture above it can be seen that the forecasting graph tends to move down Compared to
the original of data roomates Initially tended to fall but moved up in the final periods. For forecasting results
using the MA models as in the picture above, the forecast charts per day has a significant range of Increase or
Decrease Compared to the AR models. In the graph the results can be seen from the results of the forecasting that
has been done. The forecasting value for the last period or in the period 731 95.6432 from the original is the data
of 90 with an MSE of 472.4514.

476



Journal of Electrical Engineering and Computer Sciences ISSN: 2528-0260
Vol. 3 No.2, December 2018 P.467-478

VI CONCLUSION
From the analysis and discussion that has been done in the case study research in the previous chapter,
some Conclusions can be drawn based on the research objectives items, namely:

1) From the application of the method used, the ARIMA method can be used to build a shoe sales

forecasting application at UD. Ward.

2) From the three forecasting results of each models, the AR, MA and ARMA models are selected one

based on the smallest MSE value to be used as the final result of forecasting.

The final result for the marching band category uses the MA models with the forecast value in the last
period of 95.6432 and MSE of 472.4514, the fashion category uses the AR models with the forecast value in the
last period of 57 172 and the MSE of 304.8306 and marriage categories uses the AR models with forecast values
in the last period of 21.4206 and MSE of 118.0681.
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